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Introduction

Pat Hindle, Microwave Journal Editor

5G Phased Array Technologies

Communication architectures are rapidly changing as commercial phased arrays are hitting the 

market for 5G and satellite applications. While these systems have been used for many years in the 

military, they were too expensive for commercial applications in the past. However, many companies have 

recently pioneered new architectures and semiconductor technologies to greatly reduce the cost and 

complexity of phased arrays making them available to commercial markets. Much of the impetus for this 

was the release of mmWave frequencies for 5G so many companies are rushing into the market for fixed 

wireless access and front/backhaul equipment for 5G.

This eBook takes a look at some of the innovative approaches to 5G phased arrays and the design/

simulation to realize these products quickly. The eBook starts with an overview of the mmWave 5G 

market and technology approaches. Then efficient design and simulation techniques are covered to 

realize phased array designs. MathWorks then explores hybrid beamforming architectures for Massive 

MIMO 5G Systems including how use modeling and simulation to help reduce the risk associated with 

a complex workflow.  Finally, several different architectures and approaches to 5G phased arrays are 

covered with solutions from IQ-Analog, SiverIMA, Gapwaves and StaixFy.

This eBook is aimed at providing an overview of some of the new approaches to realize 5G phased 

arrays and how to design/simulate them quickly to reduce time to market. We thank MathWorks for 

sponsoring this eBook to bring it to you at no cost.
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mmWave Will Be The 
Critical 5G Link
Joe Madden
Mobile Experts, Campbell, Calif.

Over the past 30 years, the mobile network has 
become a critical part of life, and the use of 
mobile services is starting to reach incredible 
levels of demand. This year, 30 Exabytes will 

fly over worldwide mobile networks every month. And 
the demand will continue to rocket upward by roughly 
50 percent each year. About 15 percent of adults in the 
U.S. use LTE full-time, leaving Wi-Fi turned off (they 
say that managing Wi-Fi hotspots can be annoying). A 
whole generation of young people consumes 50 GB of 
mobile video each month, relying on “unlimited plans.” 
The signs are clear that data demand will continue to 
grow rapidly.

Mobile Experts tracks the demand for mobile data 
with multiple mobile operators worldwide and their 
Traffic Density tracking metric measures the level of 
traffic in a busy sector, during busy hours, in terms of 
Gigabits per second, per square kilometer, per MHz of 
spectrum (GkM). In order to understand how advanced 
networks should handle extreme demand in some cit-
ies, the GkM is compared between different operators, 
and an assessment can be made whether small cells, 
massive MIMO or mmWaves will be necessary to ac-
commodate the traffic (see Figure 1).

Traffic density in GkM has been rising steadily for 
years, and is most pronounced in locations such as sub-
way stations in Tokyo and Seoul, where thousands of 
people stand close together, all watching video. The 
statistical rise in density has been remarkably smooth 
as new apps and video content become available on 
mobile platforms.

Above a traffic density level of 0.02 GkM, small cells 
were observed to be universally adopted by mobile 
operators. In other words, the macro network saturat-
ed above 0.02 GkM, and small cells became a more 
economical way to add capacity. More recently, net-
works have reached levels of density above 0.1 GkM, 
making massive MIMO necessary to continue increas-
ing capacity.

We are now starting to see some signs that density 
levels in the range of 0.15 to 0.2 GkM will saturate the 
OFDM network. There will be ways to push through this 
barrier as well, but moving beyond 0.2 GkM in the 1 s Fig. 1  Benchmarking data for Mobile Traffic Density (Gbps/

km2/MHz or GkM).
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to 3 GHz bands will get very expensive, requiring large 
numbers of very low-power radio nodes.

Adding 5G spectrum to the mobile network can ac-
tually reduce the traffic density. As an example, one of 
the leading Korean networks should experience a drop 
in GkM with their recent introduction of 100 MHz at 3.5 
GHz. An additional 800 MHz of spectrum at 28 GHz 
will reduce their traffic density in key hotspots to much 
more manageable levels as shown in Figure 2.

Therefore in many ways the operators can be viewed 
as using 5G spectrum to manage the density of their 
traffic. When high density makes adding capacity ex-
pensive, adding more spectrum is the best option.

mmWAVES TO THE RESCUE
After the convenient licensed bands below 5 GHz 

are used up, mobile operators start to look to mmWave 
spectrum as an opportunity to get significant band-
width.   The U.S. is a prime example where wide blocks 
of C-Band spectrum are not available so mobile opera-
tors have invested heavily in 28 and 39 GHz mmWave 
bands.

In fact, the large U.S. mobile networks, in key urban 
pockets, are running out of capacity below 6 GHz. Dur-
ing special events such as the Super Bowl, the traffic 
density is in the range of 0.12 GkM and above in the 
U.S. Mobile Experts modeled the demand for mobile 
data in four segments of the U.S. network (dense urban, 
urban, suburban and rural) and estimated the total ca-
pacity of the mobile network including macro base sta-
tions, small cells, CBRS, LAA and the impact of massive 

MIMO below 6 GHz. Even with a fully utilized heteroge-
neous network with maximal capacity, demand in dense 
urban pockets will exceed capacity in 2023 as shown in 
Figure 3. Note that the numbers shown in the Figure 3 
represent the total demand and capacity for all dense 
urban sites in the U.S., so the extreme high-density lo-
cations such as Times Square will experience demand 
higher than capacity in the 2021 to 2022 timeframe. 
Extrapolating the trends in traffic density benchmarks, 
the dense urban sites in New York City should reach 
daily peak-hour density levels in the range of 0.1 GkM 
or higher by 2022.

HOW mmWAVE LINKS CAN BE USEFUL
Many experienced RF engineers have reasonable 

doubts about using mmWave radio links in a mobile 
environment. After all, the mmWave link depends on 
a narrow beam in order to achieve a reasonable link 
budget. Any clutter in the RF channel can disrupt the 
narrow beam.

Handovers in a mobile 5G mmWave network have 
been demonstrated in test systems in Seoul and at 
speeds above 200 km/hr on a racetrack, so the 5G 
frame structure lends itself to handovers in extreme 
Doppler shift conditions.

However, the mobile operators will not be using the 
5G mmWave link as a standalone (SA) radio channel ini-
tially. Instead, an LTE carrier at 1 to 2 GHz will be used as 
the primary link, with control signaling taking place on 
the more reliable lower band. Then, the mmWave link 
will come into play when it is available to download or 
upload large amounts of data. In this way, the mmWave 
radio will add throughput as a carrier aggregation layer, 
boosting speed when it is available but not essential to 
the continuity of the link for handovers. At some point, 
operators may decide to use 5G mmWave as a SA mo-
bile network, but today none of the active operators are 
planning to operate 5G mmWave independently.

RF IMPLEMENTATION—INFRASTRUCTURE
The mmWave base station will look dramatically dif-

ferent than LTE base stations below 6 GHz. At a funda-
mental level, the mmWave radio suffers from the lower 
power amplifier efficiency in the 24 to 40 GHz bands, 
so the level of conducted output power will be much 
lower than lower frequency mobile radios. The primary 
limitation is the level of heat dissipation possible in a 
passively cooled radio unit at the towertop. Given a 
limit of about 250 W of heat in a small enclosure, the 
conducted RF power will be very low, below 10 W in 
any configuration.

As a result, systems engineers have turned to mas-
sive MIMO architectures with at least 64 antennas, in 
order to use high antenna gain. Initial products have uti-
lized between 64 and 256 antenna elements per beam, 
to achieve between 25 and 30 dBi of antenna gain. In 
this way, the low conducted power can achieve linear 
EIRP in the range of 60 dBm. Each beam also carries 
multiple streams. Massive MIMO base stations are con-
figured with dual-polarized antenna arrays, so that each 
beam can operate with 2×2 MIMO.

s Fig. 2  Changes in traffic density with addition of 5G spectrum.
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Multiple beams can be supported from a radio unit by 
constructing the array with multiple panels. From a manu-
facturing point of view, OEMs are settling into the use of 
panels with a set number of elements (examples range 
from 64 to 256 elements per panel). Then, the product 
can be scaled up and down to support different levels of 
capacity. One example in the field now uses four 256-ele-

ment panels for a total 
of 1024 antenna ele-
ments, supporting four 
beams and 2×2 MIMO 
in each beam.

Note that the con-
figuration of beams 
and streams is not set 
based on hardware. 
The OEM can choose 
to change the con-
figuration in software, 
assuming that the an-
tenna elements are 
equipped with analog 
phase shifter and vari-
able gain components 
that can be individual-
ly controlled. In almost 
all prototypes, this 
“hybrid beamform-

ing” approach is used today, as full digital beamforming 
at very wide bandwidths can be costly in terms of pro-
cessing power and dollar cost.

Currently, SOI and SiGe semiconductor technologies 
are used in many base stations in order to achieve high 
levels of integration and low-cost. GaN also holds great 
potential for lower power dissipation at high levels of 
EIRP, using the higher inherent linearity/power of GaN 
devices to achieve 60 dBm or higher with fewer antenna 
elements.

Based on PA efficiency data and size/efficiency of 
heatsinks for live demonstrations at MWC Barcelona 
2019, the DC power consumption of multiple mmWave 
arrays was estimated as shown in Figure 4. It appears 
that GaN has a significant advantage in terms of raw ef-
ficiency of a linear power amplifier at 28 GHz. However, 
all major OEMs have chosen to use SOI or SiGe so far, 

to take advantage of higher levels of integration, larger 
wafers and the resulting lower cost profile.

Over the next five years, significant adjustments 
are expected to occur to the balance between narrow 
beams (for long range) and wide beams (for better mo-
bility).  The optimal tradeoff in a dense urban network 
is not well understood today, and is likely to break into 
specific configurations to handle trains/buses/moving 
vehicles differently than pedestrian users. In particular, 
the large SOI-based arrays are expected to support the 
applications that cover dense urban pockets, where 
both vertical and horizontal steering are required and 
pedestrian speeds are typical. Other applications with 
higher mobility and less vertical steering are likely to 
move toward GaN devices.

The physical integration of the RF front-end will also 
be critical. Very tight integration will be necessary in the 
24 to 40 GHz bands to keep insertion losses low, so ei-
ther LTCC or 3D glass structures will be used to embed 
the active die and passive elements (see Figure 5).

In the Radio Unit (RU), one convenient arrangement is 
to use an RFIC device for four antenna elements.   From 
a simple geometric point of view, one RFIC for beam-
forming (phase and amplitude adjust) can be positioned 
between four antenna elements, using short traces and 
vias to route the mmWave signal (see Figure 6)

One open question concerns the use of filters in the 
mmWave front-end. Currently, no bandpass filters are 
used at the front-end, and during field trials the spec-
trum was clean enough to rely on the natural rolloff 
of the patch antenna and distributed antenna feed to 
provide out-of-band rejection. In the future, spectrum 
auctions and multi-operator deployment suggest that 
interference will arise. In fact, with high EIRP and very 
narrow beams, the interference will be intense when it 
unexpectedly pops up. Recent analysis indicates that fil-
ters will be introduced into the packaging over the next 
three years.

RF IMPLEMENTATION—CPEs
In fixed wireless, the Customer Premises Equipment 

(CPE) is a key part of the system. Initial deployments of 
5G mmWave networks rely on high antenna gain and 
high EIRP from the CPE in order to support the neces-
sary capacity. CPE RF front-ends today are constructed 

s Fig. 5  A diagram representing physical packaging/
integration for mmWave front ends (source: pSemi).
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using a method that is similar to the network infrastruc-
ture, with a panel of antenna elements supported by 
beamforming RFICs, up-/down-conversion and then 
baseband processing. A typical CPE uses 32 dual-po-
larized antenna elements, supporting 2×2 MIMO with 
about 20 dBi gain from the antenna system.

Because the CPE is always connect-
ed to prime power, the PA efficiency is not  
a crippling limitation, and the CPE can often achieve 
high gain and high transmit power (linear EIRP in the 
range of 40 dBm).

RF IMPLEMENTATION—HANDSETS AND OTHER 
MOBILE DEVICES

The biggest challenge facing the 5G mmWave link 
will come from the user’s hand blocking the antennas 
on a smartphone. In the 28 GHz band, the user’s hand 
is likely to attenuate the signal by at least 30 to 40 dB, 
effectively killing the link altogether. There can be mul-
tiple strategies to avoid this issue:
1.	� Multiple antenna sub-arrays on each handset. All 5G 

mmWave handset prototypes demonstrated over 
the past year utilize multiple sub-arrays, placed on 
both sides of the smartphone.

2.	� Foldable handsets are coming to market such as 
Samsung’s Galaxy Fold and Huawei’s Mate X. Be-
cause a foldable handset would be much larger than 
a human hand in the unfolded position, the place-
ment of antennas could be more exposed.

3.	� Mobile hotspots can be used instead of mmWave 
links directly to the smartphone. This avoids the 
hand issue altogether, but may incur greater interfer-
ence in the unlicensed bands. Importantly, the space 
and battery size constraints of the smartphone do 
not apply here, so the number of antennas can be 
increased to achieve much higher EIRP.
The physical implementation on a handset is limited 

for cost and space reasons to a few sub-arrays, an RFIC 
and the modem/beamforming processing. To make this 
arrangement economical, each mmWave sub-array in-
cludes an up-/down-converter to shift the mmWave sig-
nal down to an IF frequency at roughly 4 to 6 GHz (see 
Figure 7). This enables the signals to travel through the 
PCB to a centralized RF transceiver.

Each mmWave subarray currently uses four dual-
polarized patch antennas, each with a transmit/receive 
switch, low noise amplifier (LNA) and power amplifier 
(PA) closely integrated using RF-SOI. Each amplifier can 
only produce about 15 dBm linear power, so as many as 
eight antennas would be used to reach EIRP levels some-
where above 20 dBm. Three-dimensional beamforming 
on the smartphone platform is challenging, especially 
with a cluttered environment with metal surfaces and hu-
man hands in very close proximity. Even with eight anten-
nas engaged, prototyping so far suggests antenna gain 
of only about 5 dBi.

For that reason, we expect much higher perfor-
mance with hotspot products that utilize 32 antennas 
or more, achieving gain in the range of 20 dBi in the 
antenna system (15 dBi from the array and 5 dBi from 
the patch antenna itself). This type of product should be 

able to reach roughly 
35 dBm linear EIRP or 
higher. From a system 
point of view, roughly 
35 dBm or higher will 
be an important level 
to reach since the 5G 
link requires a closed 
loop with TDD chan-
nel feedback in order 
to maintain a con-
tinuous connection.   
Lower EIRP from the 
client device means 
a shorter range for 
the link, and would 
require the network 
operator to deploy 
larger numbers of cell 
sites in order to blan-
ket a neighborhood 
with coverage. In 
short, low transmit power from the client devices would 
make the 5G business case unworkable for the mobile 
operator.

COMMERCIAL STATUS
Base station deployment is underway in earnest for 

the U.S. market this year, and the South Korean market 
is not far behind. Recent forecasts indicate that more 
than 600,000 radio heads will be deployed by 2024.

Commercial fixed-wireless services have already 
been launched in a handful of U.S. cities, with CPEs 
supported by major OEMs today. A few CPEs have 
appeared from the ODM community with poor per-
formance, but we expect those to improve quickly to 
support healthy growth. In the next few years, the fixed-
wireless application will account for millions of users.

This generation of technology is also unique in that 
handsets are coming out very quickly, and smartphones 
will be available before the network is launched in most 
countries. The first 5G mmWave handset has already 
been released (the 5G Moto MOD), and at least eight 
other mmWave handsets will be released in the second 
half of 2019.

SUMMARY
5G mmWave radio links are more complex, more ex-

pensive and less reliable than LTE connections at 1 to 2 
GHz. But mmWave bands will be necessary to keep up 
with rising demand, so the industry is currently pouring 
money into deployment of base stations and develop-
ment of client devices. Initial fixed-wireless performance 
with CPEs has been surprisingly solid. The migration to 
mobile 5G usage will be tricky, with tradeoffs on beam-
width, link budget, mobility and cost coming into play. 
But there is one clear conclusion: 5G mmWave will be a 
significant part of future mobile networks.n

s Fig. 7  Layout of three mmWave 
sub-arrays on a handset.
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The limited bandwidth and abundant congestion 
of sub-6 GHz spectrum has spurred extensive 
investigation into additional swaths of spectrum 

from 20 GHz to over 100 GHz (i.e., mmWave) for next-
generation wireless communication systems. Originally 
sought after by industrial and commercial organizations 
for 5G, interest in the mmWave spectrum has expanded 
to encompass military and aerospace applications, such 
as tactical communications.1–3 Beyond a manifold in-
crease in the available bandwidth, compared to the sub-
6 GHz spectrum, mmWave frequencies present a variety 
of benefits, as well as a range of design and operational 
challenges.

The size of antennas and transmission lines at mmWave 
frequencies are smaller than those at sub-6 GHz, owing 
to the shorter physical wavelength, with the smaller size 
enabling much more compact hardware. Moreover, the 
beamwidths of mmWave antennas are much narrower, 
hence more spatially selective than lower frequency an-
tennas. These benefits come with the trade-off of higher 
RF path loss and less efficient transmission. Addition-
ally, the atmospheric attenuation at mmWave frequen-
cies is much higher than in the sub-6 GHz bands. The 
reduced signal dispersion limits interference, jamming 
and potential snooping to roughly line-of-sight, offering 
benefits for tactical communications.

To overcome the greater RF path loss and atmo-
spheric attenuation, it is widely accepted that the use of 
beamforming antenna technologies is one of the most 

All-Digital Antennas for 
mmWave Systems
Mike Kappes
IQ-Analog Corporation, San Diego, Calif.

To realize high performance mmWave communications, beamforming antenna systems will need 
to be smarter, faster, smaller, lower power, cost less, have lower latency and be easier to integrate 
than current technologies. Much like with previous telecommunication systems, integrating 
important processing and signal conditioning functions will enable more cost-effective and 
compact mmWave beamforming antennas. The development of complex mmWave RF and 
analog hardware for 5G and tactical communications will initiate an inevitable evolutionary trend 
in digital communications, with digital processing eventually supplanting analog. The recent 
emergence of an all-digital antenna approach leveraging antenna processing units (APU) and 
ASICs could accelerate this trend, further reducing the time-to-market for highly anticipated 
multi-data path mmWave 5G and tactical communications.

viable solutions.4–11 Certain beamforming designs also 
enable active antenna features, such as active electroni-
cally scanned arrays (AESA), which have been instru-
mental in jamming, anti-jamming, SATCOM and aero-
space communications systems.

Many research, industry and military organizations 
are investigating and developing mmWave active an-
tenna technologies that can be deployed in a reliable 
and cost-effective manner. Cost, size and complexity 
are significant factors for mmWave communications sys-
tems, especially for 5G, as the range and coverage pro-
vided by small cells is intrinsically less than the prior gen-
eration macro cells, meaning operators need to deploy 
many more 5G small cells in denser environments. This 
R&D involves the development of analog, hybrid and 
digital beamforming systems and their relative feasibil-
ity. This article discusses these methods and concludes 
an all-digital antenna approach leveraging digital beam-
forming is the best and inevitable architecture.

BEAMFORMING AND MIMO
Beamforming is the manipulation of an antenna pat-

tern to control the mainlobe and sidelobe responses. 
A variety of methods can be used to accomplish this, 
though the dominant method discussed in this article is 
with multi-element antennas with phase control or de-
lay. At a certain carrier frequency and with a properly 
designed multi-element antenna, a phase shift calculat-
ed for each antenna element can change or “steer” the 

www.mwjournal.com/articles/32449

https://www.microwavejournal.com/articles/32449-all-digital-antennas-for-mmwave-systems
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antenna pattern. Beam steering with phase shifts can be 
used with linear antenna arrays to change the azimuth 
antenna pattern, and 2D antenna arrays can control the 
pattern in both azimuth and elevation.

Beamforming benefits mmWave communications 
since mmWave antenna systems typically have narrow 
antenna patterns with high attenuation, and multi-ele-
ment antennas with active beamforming can increase 
the gain of the aperture and steer the beam toward a 
desired target to achieve the maximum signal quality. 
With sufficiently sophisticated beam steering technol-
ogy, active beam steering enables a mmWave com-
munications link to have a longer range and greater 
throughput.

A related topic is using spatial diversity with multi-
element antennas to create more than one signal 
path from a given antenna array to the user, a method 
known as MIMO (see Figure 1). The ability to trans-
mit and receive multiple spatial streams allows for 
additional communication to occur simultaneously, 
either augmenting the throughput to a single user 
(SU-MIMO) or multiple users (MU-MIMO). Employing 
MIMO technology is another method to enhance the 
throughput of 5G communications and connect larg-
er numbers of users simultaneously, without deploy-
ing additional cells. These techniques generally best 
serve dense urban environments and require multiple 
radio channels. In the case of mmWave, extremely 
narrow beamwidths, high atmospheric attenuation 
and the likelihood that multipath and reflections will 
suffer from high attenuation limit the potential gains 
for MIMO technology.

BEAMFORMING TYPES
The original analog beamforming antenna systems 

used fixed delays created by phase shifters at each an-
tenna element to create a static beam pattern designed 
for a single frequency. Advancements of this approach 
added switches to select among several fixed phase 
shifters, creating a set of pre-designated antenna pat-
terns. Further advancements adopted adjustable phase 
shifters at each antenna element, enabling a flexible, 
actively controlled phased array antenna, i.e., AESAs. 
With these beamforming antennas, the digital signals 
are usually created at baseband using digital-to-analog 

s Fig. 1  MIMO can increase capacity and coverage in dense 
urban and in-building environments by pointing beams and 
creating nulls. Source: Ericsson.12

X

s Fig. 2  Simplified block diagrams of analog (a), digital (b) 
and hybrid beamforming (c). Source: Analog Devices.8
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module, they add significant complexity to the physical 
layout, increasing size and, likely, cost. This is especially 
true if software-defined logic, such as FPGAs, is used. 
At this point, thermal management and power manage-
ment become significant design considerations and high 
density and high throughput board-to-board and cable-
to-board interconnects may be required. To avoid this 
complexity, a fully integrated ASIC with multi-channel 
wide bandwidth data conversion and efficient FinFET 
CMOS digital processing is required to meet the promise 
of digital beamforming. IQ-Analog has defined a family 
of APUs to service this emerging market need.

While an analog beamforming antenna system is 
less complicated and is generally more power efficient 
than comparable hybrid or digital beamforming anten-
nas, the size and cost of discrete analog components 
and interconnects pose complexity issues as the an-
tenna array grows beyond a small size. For antenna ar-
rays greater than 4 × 4 or 8 × 8, hybrid beamforming or 
digital beamforming offer size, weight and cost advan-
tages. Operators typically desire minimal changes to 
the form factor and power of their equipment, to keep 
leasing and operational costs down. While 5G mobile 
handsets can operate with roughly the same data and 
power efficiency as with 4G, 5G mmWave antenna in-
frastructure must be deployed at roughly 10× greater 
density and deliver 10× greater data capacity, which 
demands the most efficient multi-beam digital anten-
na processors. The unique digital antenna processing 
needs of mmWave antennas must be addressed using 
the most highly integrated and streamlined methods 
possible, meaning a unique ASIC composed of high 
channel count data converters, digital antenna pro-
cessing and high speed digital I/O systems.

ALL-DIGITAL ANTENNAS
With greater component integration, the hybrid and 

digital topologies become more feasible, enabling 
mmWave beamforming and MIMO antennas to have a 
greater number of antenna elements. This shift enables 
more capable and flexible antenna systems that can 
provide higher gain with SU-MIMO or MU-MIMO oper-
ation. The promise of these architectures hinges on the 
performance of the digital and conversion electronics, 
i.e., the ability of the direct RF sampling and direct digi-
tal synthesis to address the full capacity of the mmWave 
spectrum. Otherwise, additional frequency translation 
hardware will be required, increasing complexity and 
reducing flexibility.

These trade-offs materialize as modem and beam-
forming technologies designed strictly for a single ap-
plication, which may be infeasible for commercial and 
military manufacturers who want more flexible and ca-
pable solutions to support complex licensing and geo-
graphic restrictions. Direct RF sampling enables more 
flexible use of spectrum and does not limit a mmWave 
antenna to set 28 or 39 GHz frequency bands; any spec-
trum within the capability of the RF sampling hardware 
is accessible. Direct RF sampling is ideal when paired 
with software-defined radios (SDR); however, it presents 
a challenge for the data converters to meet the perfor-
mance requirements.

converters (DAC), converted to RF via frequency conver-
sion and split to feed the transmit/receive (T/R) modules 
with phase shifters at each element. The received signal 
follows the reverse path; after down-conversion, the RF 
is digitized with an analog-to-digital converter (ADC) for 
processing. The T/R module contains the phase shifter, 
amplitude control and power and low noise amplifiers. 
This architecture, known as analog beamforming, re-
quires a separate control signal for each phase shifter at 
each of the antenna elements and is limited to steering 
a single spatial beam (see Figure 2a).

A more recent approach uses DACs and ADCs direct-
ly connected to each T/R module. This method, known 
as elemental digital beamforming, enables the beam-
forming algorithms and digital baseband processing to 
be entirely implemented with robust digital hardware, 
eliminating the need for sensitive analog RF phase shift-
ers used with analog beamforming. Digital processing is 
capable of creating multiple spatial streams simultane-
ously, such that a single antenna array can dynamically 
create MIMO data streams and beams optimized in real-
time for the user and load requirements (see Figure 2b).

The biggest challenge for digital beamforming is 
power consumption. Analog beamforming requires low-
er DC power. However, since each analog beamformer 
only supports a single beam—and a digital beamformer 
enables multiple concurrent beams—digital beamform-
ing is favored in high density environments demanding 
low latency and uncongested communication. Digital 
beamforming is particularly attractive for infrastructure 
networks supporting mobile users.

As the data conversion requirements of elemental 
digital beamforming systems are the bottleneck for 
provisioning digital beamforming solutions, cost and 
power considerations for mmWave antenna arrays have 
led to an interim approach using hybrid beamforming. 
Although there are various methods, hybrid beam-
forming generally combines the analog beamforming 
phase shifting topology for a subset of the antenna el-
ements—with RF phase shifters, attenuators, low noise 
and power amplifiers, switching and circulators/isolators 
still used—and each subarray is driven by data convert-
ers with some level of digital precoding (see Figure 2c). 
With this approach, the processing load on the digital 
electronics and power consumption are less than with 
elemental digital beamforming. Hybrid beamforming 
typologies can be designed to allow for multiple spatial 
streams, although it is less flexible than elemental digital 
beamforming since the number of beams is limited to 
the number of hybrid subsets.

To realize elemental digital beamforming for 
mmWave multi-element antennas, the electronics must 
be capable of processing Gbps of throughput in real-time, 
while minimizing latency. 5G, for example, requires sig-
nal bandwidths up to 400 MHz. Elemental or all-digital 
beamforming requires that modulation, demodulation, 
conversion, spatial processing and beamforming pro-
cessing occur in real-time, or at least fast enough to track 
a mobile user. Therefore, more intelligence is required 
with all-digital beamforming antennas than just baseband 
processing and beamforming, and these added digital 
functions are energy expensive. If realized as a discrete 
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toward ASIC-based APUs and a more efficient all-digital 
antenna for 5G will be accelerated by 5G’s tremendous 
market demand. High performance full spectrum con-
version APUs have already been fabricated in FinFET 
CMOS, and the underlying technology exists to realize 
multi-channel APU derivatives capable of the several 
GHz of addressable signal bandwidth needed for 5G. 
Designed with flexibility and programmability, these 
APUs can be readily adapted to a range of mmWave 
applications, such as 5G, tactical communications, au-
tonomous vehicle radar and V2X and LEO SATCOM.n
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With the specifications for mmWave 5G and tactical 
communications not fully defined and likely to change, 
the trend is for modem suppliers to provide SDR solu-
tions rather than fixed modems. As the mmWave stan-
dards evolve, the SDR can be reprogrammed to meet 
the updated standard, whether for 5G or military appli-
cations. Modular scalability at the antenna elements and 
beamforming hardware is desirable for mmWave 5G 
base stations, to provide the flexibility to be upgraded 
without complete and costly hardware replacement. This 
is critical for operators, as the number of 5G mmWave 
base stations will be roughly 10× the number of 4G base 
stations to provide similar coverage. The number of 5G 
mmWave base stations may actually reach the same or-
der of magnitude as mobile 5G handsets.

To take full advantage of SDR technology, full spec-
trum conversion and digital beamforming APUs are 
needed, an architecture dubbed all-digital antennas. 
The all-digital antenna, a digital beamforming phased 
array that supports several wide bandwidth MIMO 
beams, integrates an antenna array, RF front-end (RFFE) 
SoC and multi-chip module containing an APU and mo-
dem using a high speed converter interface, such as 
JESD204B (see Figure 3).13 The APU contains digital 
down-conversion with decimation and up-conversion 
with interpolation. Ideally, the all-digital antenna beam-
forming function is an ASIC rather than an FPGA or  
FPGA-ASIC hybrid. Though feasible in each configu-
ration, building an FPGA-based all-digital antenna re-
quires a greater footprint and significantly higher power 
consumption, with greater latency and likely higher cost. 
The best configuration would be a monolithic FinFET 
ASIC, with the most efficient data converter and digital 
processing.

CONCLUSION
Though the trend toward integration and all-in-one 

ICs was a slow process for prior generations of wireless 
communications (i.e., 2G, 3G, 4G and Wi-Fi), the path 

s Fig. 3  mmWave all-digital antenna.
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The 5G goals of higher data rates, lower-latency net-
work access, and more energy-efficient implementation 
are clear. Higher data rates drive the need for greater-
bandwidth systems. The available bandwidth in the 
spectrum up through 6 GHz is not sufficient to satisfy 
these requirements, so the next generation of wireless 
communication systems are targeting operating fre-
quency bands in the millimeter wave range. 

INTELLIGENT ARRAY DESIGN WITH 
BEAMFORMING

Smaller wavelengths at these higher-frequency bands 
enable implementations with more antenna elements 
per system within small form factors. Signal path and 
propagation challenges associated with operating at 
these frequencies also increases. You can offset these 
losses with intelligent array design and the use of spatial 
signal processing techniques, including beamforming. 
This type of processing is enabled by massive MIMO ar-
rays and can be used directly to provide higher link-level 
gains to overcome path loss and undesirable interfer-
ence sources.

Having independent weighting control over each an-
tenna array element provides you with the most con-
trol and flexibility with beamforming in an active array 
design. This approach requires a transmit/receive (T/R) 
module dedicated to each element. For array sizes that 

Exploring Hybrid Beamforming 
Architectures for Massive MIMO 
5G Systems
MathWorks

are typical of a massive MIMO communication system, 
this type of architecture is difficult to build due to cost, 
space, and power limitations. For example, having a 
high-performance ADC/DAC or power amplifier for ev-
ery channel can drive the cost and power beyond allo-
cated design budgets. 

5G New Radio (NR) wireless communication systems 
use MIMO beamforming technology for signal-to-noise 
ratio (SNR) enhancement and spatial multiplexing to 
improve the data throughput in scatterer-rich environ-
ments. In a scatterer-rich environment, line-of-sight 
(LOS) paths between the transmit and receive antennas 
are not always present. 

To gain the required throughput, MIMO beamform-
ing implements precoding on the transmitter side and 
combining on the receiver side to increase SNR and to 
separate spatial channels. A full digital beamforming 
structure requires each antenna to have a dedicated RF-
to-baseband chain, which can increase the overall hard-
ware cost and drive the power consumption higher. 

Hybrid beamforming is a technique for partitioning 
beamforming operations between the digital and RF 
domains to employ fewer RF-to-baseband chains. With 
deliberate selection of the weights for precoding and 
combining, hybrid beamforming can achieve a level 
of performance that approaches that of full (all-digital) 
beamforming.

https://www.mathworks.com/videos/series/5g-explained.html?s_eid=PEP_22403
https://www.mathworks.com/campaigns/offers/hybrid-beamforming-white-paper.html?s_eid=PEP_22403
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Hybrid beamforming designs are developed by 
combining multiple array elements into subarray 
modules. A T/R module is dedicated to a subar-
ray in the array, so fewer T/R modules are required 
in the system. The number of elements, and the 
positioning within each subarray, can be selected 
to ensure system-level performance is met across 
a range of steering angles. 

Each element within a subarray can have a 
phase shift applied directly in the RF domain, 
while digital beamforming techniques based on 
complex weighting vectors can be applied on the 
signals that feed each subarray. Digital beamform-
ing allows control of the signal for both amplitude 
and phase on signals aggregated at the subarray 
level. For cost and complexity reasons, the RF 
control is typically limited to applying phase shifts 
to each of the elements. 

Hybrid beamforming systems are complex to 
develop. You can use modeling techniques to de-
sign and evaluate massive MIMO arrays and the corre-
sponding RF and digital architectures needed to help 
manage their complexity. With these techniques, you 
can reduce risk and validate design approaches at the 
earliest stages of a project. Baseband equivalent mod-
els can be used for initial insight. These models can be 
developed quickly, and they provide the fastest simu-
lation speed options. Subsystems can be integrated to 
form a physical layer simulation. The resulting model 
can be used to drive partitioning decisions between the 
RF and digital domains. 

HYBRID BEAMFORMING ARCHITECTURE
Figure 1 shows a block diagram of a hybrid beam-

forming system with a transmitter, a channel, and a re-
ceiver.

BUILDING THE MODEL
The challenge in developing a massive MIMO system 

is reducing hardware without reducing system perfor-
mance.

Using a behavioral model helps you explore different 
parameter values such as the number of antennas and 

s Fig. 1  Hybrid beamforming system structure: transmitter, channel, and receiver. © 1984–2019 The MathWorks, Inc.
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DEFINITION OF PARAMETERS SHOWN IN FIGURE 1

FRF	 Analog precoder of size	
NT × NRF

T NT  Number of Tx antennas

FBB	 Digital precoder of size 
NRF

T  × NS
NR  Number of Rx antennas

WRF	 Analog combiner of size 
NR × NRF

R NS  Number of signal streams

WBB	 Digital combiner of size 
NRF

TR  × NS
NRF

T   Number of Tx RF chains

H	 MIMO channel matrix of 
size NR × NT

NRF
T   Number of Rx RF chains

The scattering channel is denoted by H.
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the number of RF chains. The number of RF chains is 
important because this is where hardware cost savings 
can be achieved. By “sharing” the digital weights across 
multiple RF channels, less hardware is needed. Using a 
behavioral model, hybrid beamforming algorithms can 
be developed and tested before system implementa-
tion. You can also generate both the RF phase shifts and 
digital weights directly for each configuration. 

The model of the system consists of the following 
four major components, as shown in Figure 2:
•	 	MIMO transmitter 
•	 	MIMO channel 
•	 	MIMO receiver
•	 	Hybrid weight calculation 

The structures of the transmitter, receiver, and MIMO 
channel blocks are independent from the precoding and 
weight matrix generation. The model includes a weight 
calculation block that implements different beamform-
ing algorithms and can be customized. 

A MIMO channel matrix H can be estimated in the 
transmitter or receiver, depending on the time or fre-
quency division duplexing (TDD or FDD) modes used. 
The channel matrix H is invariant to the number of trans-
mitted symbols, so the precoding and combiner matri-
ces will be the same for all symbols. 

The MIMO transmitter generates the signal stream 
and then applies the precoding to leverage spatial mul-
tiplexing. The modulated signal is propagated through 
a scattering channel defined in the MIMO channel and 
then decoded and demodulated at the receiver side. 

WHY SPATIAL MULTIPLEXING?
To achieve the higher channel capacity needed for 

5G, the system must operate in multipath fading en-
vironments. A MIMO system with spatial multiplexing 
can send multiple data streams simultaneously across a 
multipath channel and a rich scattering environment in 
order to increase the information throughput.

With spatial multiplexing, the channel matrix is sep-
arated into multiple modes so that data streams sent 

from different elements in the transmit array can be 
independently recovered from the received signal. To 
achieve this result, each data stream is precoded be-
fore the transmission and then combined and recovered 
after the reception. The information collected by each 
receiver element is simply a scaled version of the signal 
at each transmit array element, which means it behaves 
like multiple orthogonal subchannels within the original 
channel. The first subchannel corresponds to the domi-
nant transmit and receive directions, but signal process-
ing techniques can be used to equalize the subchan-
nels. In addition, it is possible to use other subchannels 
to carry information. Intelligence can be applied to the 
allocated power per element; industry research is still 
very much active in this area.

With this backdrop, the next question is, how do your 
array design choices impact your system-level perfor-
mance? The answer really depends on the nature of the 
channel. Arrays can be used to either improve the SNR 
via the array gain or the diversity gain, or improve the 
capacity via the spatial multiplexing. 

Figure 3 illustrates an abstracted view of a multiscat-
terer channel. Also, in Figure 3, you can see the through-
put for a single LOS data stream compared with that of 
multiple data streams (two in this case) in a multipath 
environment. Note that although the second stream 
doesn’t provide a gain as high as the first stream (be-
cause it uses a less dominant subchannel), the overall 
information throughput is improved. Again, equalization 
techniques can be applied to improve the nondominant 
channels. This concept can easily extend to many more 
channels.

MIMO TRANSMITTER AND RECEIVER
For the transmitter and receiver subsystems, the fo-

cus of the engineering tradeoff is cost vs. performance. 
This tradeoff drives partitioning of the beamforming 
architecture between the RF and baseband domains. 
Partitioning in turn brings us to the topic of subarrays, 
in which multiple antenna elements are mapped to spe-

s Fig. 3  Multiscatterer scenario (left) and BER in multipath scenarios vs. LOS (right). © 1984–2019 The MathWorks, Inc.
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cific RF channels. Subarrays are integrated to build up a 
full antenna array. Sometimes element feeds are shared 
across subarrays to create virtual arrays. In this scenario, 
the total number of transmit/receive modules is lower 
than the number of antenna elements for each subarray, 
which results in less hardware in large systems. 

Having less hardware is an advantage from a cost and 
power perspective, but without an all-digital beamform-
ing design, some flexibility is sacrificed in the RF por-
tion of the beam steering. This occurs when the same RF 
phase shift value is applied to each channel of a subar-
ray. It contrasts with the all-digital case, in which phase 
and amplitude weighting can be unique values for each 
channel. 

In this example, two signal streams are generated. 
The transmitter system consists of 64 transmit antennas 
with four transmit RF chains. There are 16 receive anten-
nas that feed four RF chains. Both arrays are shown in 
Figure 4. 

It is also desirable to improve channel capacity by 
maximizing the spectral efficiency. One way this could 
be accomplished is to require that each RF chain be 
used to send an independent data stream. Assuming 
the channel is known, the unconstrained optimal pre-
coding weights can be obtained by diagonalizing the 
channel matrix and extracting the dominant modes. 

WAVEFORM GENERATION
For simplicity, this example model uses a 16 QAM 

modulation scheme. The constellation diagram for this 
modulation scheme is shown in Figure 5.

However, the model can accommodate a range of 
modulation schemes, including 5G-compliant uplink 
and downlink waveforms. These waveforms are defined 
by parameters including synchronization signal defini-
tion, carrier configuration, and control resource set. 
Multiple bandwidth parts (BWPs) may also be required. 
A BWP is formed by a set of contiguous resources shar-

s Fig. 4  64-element transmit array with four RF chains (top), 
and 16-element receive array with four RF chains (bottom).  
© 1984–2019 The MathWorks, Inc.

Panel

Panel

s Fig. 5  Constellation diagram of 16-QAM modulation.  
© 1984–2019 The MathWorks, Inc

s Fig. 6  5G New Radio downlink waveform. © 1984–2019 
The MathWorks, Inc.

s Fig. 7  Hybrid weight mask to compute precoding and 
combining weights based on a MIMO channel matrix. © 
1984–2019 The MathWorks, Inc.

https://www.mathworks.com/videos/5g-explained-uplink-data-in-5g-nr-1558601656873.html?s_eid=PEP_22403
https://www.mathworks.com/videos/5g-explained-downlink-data-in-5g-nr-1558600809645.html?s_eid=PEP_22403
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ing a numerology on a given carrier. Each BWP can have 
different subcarrier spacings (SCSs), use different cyclic 
prefix (CP) lengths, and span different bandwidths.

Figure 6 shows an example waveform as a function 
of subcarriers and symbols.

HYBRID BEAMFORMING WEIGHTS 
COMPUTATION

In a hybrid beamforming system, both the precod-
ing and the corresponding combining process are per-
formed across baseband and RF. In general, the beam-
forming achieved in RF involves phase shifts. Therefore, 
a critical component of the workflow is to determine 
how to distribute the weights between the baseband 
and the RF band based on the channel. The system 
model provides a framework for analyzing alternative 
weight distribution architectures. 

The precoding weights, Fbb and FrfAng, and com-
bining weights, Wbb and WrfAng, are computed based 
on the channel matrix, H. Figure 7 shows the block pa-
rameters that are used to compute both the precoding 
and combining weights for the MIMO channel. These 
can be configured to explore other system combina-
tions.

QUANTIZED SPARSE HYBRID BEAMFORMING 
You can recover the 16-QAM symbol streams at the 

receiver using the quantized sparse hybrid beamforming 
(QSHB) algorithm. The resulting constellation diagram 
(see Figure 8) shows that compared with the source 
constellation, the recovered symbols are properly lo-
cated in both streams. This result demonstrates that by 
using the hybrid beamforming technique, you can im-
prove the system capacity by sending the two streams 
simultaneously. In addition, the constellation diagram 
shows that the variance of the first recovered stream is 
better than that of the second recovered stream as the 
points are less dispersed. This is because the first stream 
uses the most dominant mode of the MIMO channel, so 
it has the best SNR.

Using a QSHB algorithm produces the analog pre-
coding and combining weights, which are just steering 
vectors corresponding to the dominant modes of the 
channel matrix H of a MIMO scattering channel:
•	 	Precoding matrices FRF and FBB
•	 	Combining matrices WRF and WBB

Having the resolved hybrid beamforming matrices, 
the estimates ŝ  of the NS signal streams can be repre-
sented as: 

s Fig. 8  Stream 1 and 2 constellation diagrams for QSHB. © 
1984–2019 The MathWorks, Inc.

s Fig. 9  Stream 1 and 2 constellation diagrams for HBPS. © 
1984–2019 The MathWorks, Inc.
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ŝ  =√ρ WBB
*  WRF

* H FRF FBBs + WBB
*  WRF

* n 
where s is the signal stream of dimension NS and n is the 
channel noise vector of dimension NR.

QUANTIZED SPARSE HYBRID BEAMFORMING 
WITH PEAK SEARCH

Quantized sparse hybrid beamforming with peak 
search (HBPS) is a simplified version of QSHB. Instead 
of searching for the dominant mode of the channel 
matrix iteratively, HBPS projects all the digital weights 
into a grid of directions and identifies the NRF

T  and NRF
R  

peaks to form the corresponding analog beamforming 
weights. This works well, especially for large arrays, like 
the ones used in massive MIMO systems. This is be-
cause for large arrays, the directions are more likely to 
be orthogonal.

Because the channel matrix can change over time, 
the weights computation needs to be performed peri-
odically.

The result of HBPS is shown in Figure 9. The con-
stellation diagram shows that its performance is similar 
to that of QSHB. This means that the HBPS is a good 
choice for the simulated 64 x 16 MIMO system.

s Fig. 11  Example of RF Blockset hybrid structure with baseband and RF weighting. © 1984–2019 The MathWorks, Inc.
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SPECTRAL EFFICIENCY COMPARISON OF 
ALGORITHMS

Spectral efficiency, a common MIMO system perfor-
mance metric, can be used to measure the effective-
ness of the partitioning. You can compare the spectral 
efficiency achieved using the optimal weights (all-digital 
weights) using the proposed hybrid beamforming algo-
rithms, QSHB and HBPS. 

For ease of understanding, the simulation uses one- 
and two-signal streams, but this approach can also be 
extended to match your system. The transmitter an-
tenna array can also be defined to match your system 
requirements. 

For this system, the array pattern covers 80 degrees 
in azimuth and 40 degrees in elevation, and the receiver 
antenna covers 120 degrees in azimuth and 80 degrees 
in elevation. The resulting spectral efficiency curves are 
obtained from 50 Monte Carlo trials for each SNR value. 
In the plots in Figure 10, the spectral efficiency of QSHB 
is about 1dB off from the optimal full digital beamform-
ing. 

While the HBPS algorithm provides better computa-
tional efficiency, an additional loss of up to 1.5 dB in 
spectral efficiency occurs compared to the QSHB. 

EXTENDING THE FIDELITY OF RF AND ANTENNA 
ARRAY MODELS

With a model of the hybrid beamforming system in 
place, you can move to higher levels of fidelity with a 
multidomain simulation of the system. Nonlinear RF am-
plifiers and model effects can be used to estimate gain, 
noise, and even-order and odd-order intermodulation 
distortion. RF models can be characterized using data 
sheet specifications or measured data, and can be used 
to accurately simulate adaptive architectures, including 
automatic gain control (AGC) and digital predistortion 
(DPD) algorithms.

Modeling RF systems using circuit envelope simu-
lation enables high-fidelity, multicarrier simulation of 
networks with arbitrary topologies. Figure 11 shows 

an example of a hybrid system with a partitioned sys-
tem. Here, baseband weighting is applied to the digital 
streams that feed each transmit/receive module. The 
remaining weights are applied as phase shifts to the RF 
channels feeding the antenna elements.

SUMMARY
MIMO arrays and the corresponding RF and digi-

tal architectures are critical components of 5G de-
signs. These components also drive the related hybrid 
beamforming systems. A balance must be reached in 
these systems to meet system performance goals and 
system-level cost objectives. Modeling and simulation 
techniques can help reduce the risk associated with this 
complex workflow. Higher levels of fidelity can be add-
ed across the project life cycle to bring the model in line 
with the end system implementation.

Developing a hybrid beamformer and evaluating al-
gorithm alternatives is only the first step toward achiev-
ing the required performance of a wireless communica-
tions system. To assess performance, the beamformer 
must be integrated into a system-level model and evalu-
ated over a collection of parameter, steering, and chan-
nel combinations. 

Using MATLAB and Simulink, you can design anten-
na, RF, and signal processing systems in single environ-
ment. Modeling can help you define architectures for 
hybrid beamforming. You can:
•	 	Design massive MIMO antenna arrays, including 

complex subarray structures 
•	 	Partition hybrid beamforming systems intelligently 

across RF and baseband domains 
•	 	Model MIMO wireless communication systems
•	 	Explore architectural choices and tradeoffs 
•	 	Evaluate the quality of partitioning design choices

Modeling these beamforming algorithms in the con-
text of an entire system, including RF, antenna, and sig-
nal processing components, can help you verify design 
choices at the earliest phases of the project and reduce 
the associated challenges. 

Attending the 2019 European Microwave Conference?

Register for hands-on workshops: 5G RF, Antenna, Radar, SDR Testing

See demos of MATLAB® and Simulink® for wireless communications
Booth B2155

https://www.mathworks.com/solutions/wireless-communications/5g.html?s_eid=PEP_22403
https://www.mathworks.com/solutions/wireless-communications/5g.html?s_eid=PEP_22403
https://www.mathworks.com/discovery/beamforming.html?s_eid=PEP_22403
https://www.mathworks.com/company/events/seminars/FR-Workshops-at-EURMW-2019.html?s_eid=PEP_22433
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The 60 GHz band (57 to 64 GHz) has long been recognized as ideal for dense urban data networks 
because of its large capacity combined with excellent spectrum reuse, due to oxygen absorption. 
The use of phased array antenna technology enables novel mesh network architectures and 
significantly reduces the size and cost of equipment, compared to conventional fixed antenna 
technology, but its reduced range limits some applications. Recent regulatory decisions 
have opened up additional spectrum from 64 to 71 GHz. This article explores the absorption 
characteristics across the newly widened band and discusses the applications enabled by 
commercial transceiver RFICs covering the expanded frequency range from 57 to 71 GHz.

National regulators, responsible for allocating 
spectrum to different users, must balance 
competing commercial and government in-
terests. The frequency allocations that the 

regulators make are determined by the type of applica-
tion and its needs, such as bandwidth and propagation. 
The historic use of the band must also be considered. 
As spectrum needs are common among nations, and 
spectrum usage has spillover effects across borders, 
spectrum allocation is necessarily harmonized at the su-
pra-national level by organizations such as the European 
Conference of Postal and Telecommunications Admin-
istrations (CEPT) and the International Telecommunica-
tion Union (ITU).

Bands with impairments—such as high attenua-
tion due to water or oxygen absorption—are typically 
less useful for traditional communications applications. 
Therefore, regulators have opened them with the intent 
to enable new applications. The results are often unex-
pected and transformational: think of cordless phones in 
the 900 MHz band and Wi-Fi at 2.4 and 5 GHz. Regula-
tors evaluated the same considerations when they allo-
cated the 60 GHz band for unlicensed use.

To assist with spectrum allocation, the ITU has pub-
lished ITU-R P.676-11, “Attenuation by Atmospheric 
Gases,” which estimates the attenuation due to oxygen 
and water vapor under different conditions and across 
the frequency range from 1 to 350 GHz (see Figure 1). 
Annex 2 of the recommendation provides a simplified 
approximate method to estimate gaseous attenuation 

Adopting the 64 to 71 GHz Band 
for Fixed Wireless Applications
Sivers IMA
Kista, Sweden

applicable to the full frequency range. The 57 to 64 GHz 
band coincides with an oxygen absorption peak, which 
reaches a maximum of approximately 15 dB/km at 60 
GHz (see Figure 2, which shows more detail). The atten-
uation in this band is substantially greater than observed 
for other bands in the low mmWave part of the spec-
trum, which makes it ideal for short-range applications.

The Federal Communications Commission (FCC) allo-
cated the band from 59 to 64 GHz for unlicensed use in 
1995. In 2001, the FCC added spectrum from 57 to 59 
GHz, providing a total of 7 GHz for unlicensed use. In 

www.mwjournal.com/articles/32448

s Fig. 1  Specific attenuation vs. frequency from 1 to 350 GHz.
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2009, CEPT/ECC/
Recommendation 
(09)01, “Use of 
the 57 to 64 GHz 
Frequency Band 
for Point-to-Point 
Fixed Wireless 
Systems,” allocat-
ed the same band 
for unlicensed use, 
subject to imple-
mentation by the 
national regulators 
of the 48 CEPT 
member states.

CHARACTERISTICS OF THE 57 TO 64 GHz BAND
Allocating a substantial contiguous band enables it 

to be divided into multiple wide channels, which pro-
vides for very high data capacity. For example, by us-
ing the IEEE 802.11ad channelization, which divides the 
band into channels of 2.16 GHz with an occupied band-
width of 1.76 GHz, bit rates up to 4.62 Gbps using 16-
QAM single carrier modulation and 8.085 Gbps using 
64-QAM single carrier modulation can be achieved. As 
noted, the 57 to 64 GHz band coincides with the oxygen 
absorption peak, with a maximum of approximately 15 

dB per kilometer at 60 GHz. Figure 3 overlays the atmo-
spheric attenuation for 802.11ad channels 1 through 3, 
showing the attenuation peaks in channel 2. Channels 
1 and 3 experience similar attenuation, meaning the 
impact on link range is broadly the same for all three 
channels.

The maximum distance for a radio link to be reli-
ably operated is defined as the point where the system 
gain—the transmit power measured as EIRP minus the 
nominal receiver sensitivity—equals the loss from atmo-
spheric attenuation plus effects such as the absorption 
by rain or reflections from the ground, buildings or oth-
er objects. For this analysis, assume rain losses for rain 
zone K (e.g., Chicago, Beijing or New Delhi) and avail-
ability of 99.9 percent, per ITU recommendation ITU-R 
PN.837-1, “Characteristics of Precipitation for Propaga-
tion Modeling.”

For phased array implementations, the maximum av-
erage EIRP is typically limited by regulation to 40 dBm. 
The receiver’s sensitivity is derived from the per-element 
sensitivity and the gain of the antenna array. In this 
example, an array of 16 receive (Rx) elements is mod-
eled, using the performance of a commercially available 
transceiver RFIC (see Sidebar, pg. 15) connected to an-
tennas with a per-element gain of 11 dBi. In principle, 
RF transceiver ICs can be tiled for greater performance; 
however, as the transmit power often reaches the regu-
latory cap, the benefit of tiling is mainly in receiver sen-
sitivity. For a link operating in channel 2, the maximum 
link distance with a single transceiver using various mod-
ulation and coding schemes (MCS) is shown in Table 1. 
The high specific attenuation in these channels yields 
relatively short link distances, especially at the higher bit 
rates requiring higher order modulation.

The range of the link corresponds to one or two city 
blocks, ideal for dense networks in urban areas where 
nodes are closely spaced in point-to-multipoint (PTMP) 
or mesh architectures. With careful channel allocation, 
these links can reuse the spectrum across an urban area 
without self-interference or causing interference to other 
networks. This capability enables a variety of use cases:
•	 Fixed wireless broadband, both backhaul and access.
•	 Outdoor Wi-Fi backhaul.
•	 Small cell backhaul.
•	 Video surveillance backhaul.
•	 Smart city IoT backhaul.

EXTENDING LINK DISTANCE
Previously, longer links could only be established us-

ing conventional point-to-point radio equipment with 
fixed, high gain antennas and the attendant high equip-
ment, installation and alignment costs. Unfortunately, 
these conventional links are impractical for most fixed 
networks of any size and impossible for transporta-
tion networks. Alternatively, using spectrum with lower 
specific atmospheric attenuation enables longer-range 
PTMP and mesh networks using lower cost, more flex-
ible phased array antenna systems.

In its “Spectrum Frontiers Report and Order,” re-
leased on July 14, 2016 (FCC 16-89), the FCC opened 
the 64 to 71 GHz band for use by unlicensed devices, 
adopting the same technical standards set for the 57 

TABLE 1
LINK DISTANCE FOR A 16 Tx, 16 Rx TRANSCEIVER 

ON IEEE 802.11ad CHANNEL 2

Modulation and Coding

Units MCS 8 
QPSK

MCS 12 
16-QAM

MCS 12.3 
64-QAM

Maximum Average 
EIRP dBm 40 40 37

Nominal Sensitivity dBm −89 −82 −77

System Gain dB 129 122 114

Distance (Ch 2) m 400 260 135

Distance (Ch 2),  
No Rain m 460 290 150

s Fig. 3  Specific attenuation in IEEE 802.11ad channels 1 to 3.
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s Fig. 2  Specific attenuation from 20 to 
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to 64 GHz band, defined in section 15.255 of the FCC 
rules. The FCC noted the agency’s action created a 14 
GHz segment of contiguous spectrum to “encourage 
the development of new and innovative unlicensed ap-
plications and promote next-generation, high speed 
wireless links with higher connectivity and throughput, 
while alleviating spectrum congestion from carrier net-
works by enabling mobile data off-loading through Wi-
Fi and other unlicensed connections.”

Ofcom, the U.K. regulator, conducted a “Fixed Wire-
less Spectrum Strategy” consultation in early 2018, re-
sulting in a decision in July 2018 making the 64 to 66 
GHz band unlicensed (it was previously coordinated by 
Ofcom) and opening the 66 to 71 GHz band for unli-
censed use for 5G-like fixed wireless and mobile use 
cases. The Ofcom decision makes the U.K.’s spectrum 
allocation aligned with the U.S. allocation. The Ofcom 
decision and submissions from other parties are cur-
rently being reviewed by CEPT ECC, with the possible 
adoption of the same spectrum allocations more broad-
ly through revisions to the ECC recommendations.

Using the same 802.11ad channel configuration, Fig-
ure 4 shows the atmospheric attenuation for the newly 

unlicensed spec-
trum and com-
pared to chan-
nels 1 through 3. 
The attenuation 
in channels 4 
through 6 is sub-
stantially lower 
than in the origi-
nal unlicensed 
band, with the at-
tenuation in chan-
nel 6 approaching 
0.6 dB/km. Using 
the same system 
parameters de-

scribed above, significantly longer link distances can be 
achieved. Table 2 compares the estimated link distanc-
es between channels 2 and 6, showing from a 50 per-
cent increase for QPSK modulation to 11 percent for 64-
QAM. The ability to support longer link distances of 300 
to 400 m using channel 6 enhances the performance of 
existing applications and opens up new use cases:
•	 Use in suburban and lower density urban areas.
•	 Lower density small cell deployments.
•	 Long-range video surveillance.
•	 Wide area smart city IoT deployments.
•	 Transportation (e.g., trackside to train, roadside to 

bus, V2X).
A network operator can now deploy a less dense 

network in the upper part of the unlicensed band, in-
creasing density over time by adding new links at lower 
frequencies. This potential can significantly improve the 
economics of a fixed network, and transportation ap-
plications, which require support for mobility over rela-
tively long distances, become practical.

Interestingly, the specific attenuation in channels 5 
and 6 of the newly allocated spectrum is comparable 
to that of the 5G licensed bands at 26 and 28 GHz (see 
Figure 5). While higher output power is permitted in the 
licensed bands, overall system performance is limited 
by the narrower channels and the higher order modula-
tion required. The 66 to 71 GHz unlicensed band may 
be an equivalent alternative to the licensed bands for 
fixed wireless applications.

CONCLUSION
The availability of wide channels in the unlicensed 

57 to 64 GHz band with the development of products 
using phased array antenna technology has made the 
development of dense, high capacity urban networks 
using novel mesh architectures practical. The addition 
of 64 to 71 GHz to the unlicensed band, with its lower 
atmospheric attenuation, enhances the scope of exist-
ing applications and offers new possibilities, especially 
in the transportation sector. Silicon process nodes with 
mmWave performance enable companies such as the 
Sivers IMA to develop transceivers covering the full 57 
to 71 GHz band. This capability allows network opera-
tors and other service providers to exploit the potential 
of the unlicensed band.

s Fig. 4  Specific attenuation of the newer 64 to 71 GHz 
band, comparing 802.11ad channels 1 to 6.
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TABLE 2
LINK DISTANCE FOR A 16 Tx, 16 Rx TRANSCEIVER 

ON IEEE CHANNELS 2 AND 6

Modulation and Coding

Units MCS 8 
QPSK

MCS 12 
16-QAM

MCS 
12.3 

64-QAM

Maximum Average EIRP dBm 40 40 37

Nominal Sensitivity dBm −89 −82 −77

System Gain dB 129 122 114

Distance (Ch 2) m 400 260 135

Distance (Ch 2), No 
Rain m 460 290 150

Distance (Ch 6) m 600 330 150

Distance (Ch 6), No 
Rain m > 700 420 170

s Fig. 4  Specific attenuation of the 24 
and 28 GHz 5G bands vs. the extended 
60 GHz band.
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Sidebar: Highly Integrated Silicon RFICs Enabling 57 to 71 GHz Phased Arrays
To use the abundant mmWave spectrum being allocated by regu-

lators, operators must field compact and affordable base stations. 
Phased array architectures offer the best performance and flexibil-
ity for many use cases, yet the number of elements in the array, with 
transceivers at each element, demands seemingly conflicting trans-
ceiver requirements for high integration and low cost. Fortunately, the 
extension of silicon’s economies of scale to mmWave frequencies over 
the last decade has created the technology platform enabling the de-
velopment of these RFICs by companies such as Sivers IMA.

Sivers IMA’s TRX BF01 is a highly integrated phased array RF 
transceiver developed for dynamic wireless communications infra-
structure, such as mesh networks. It operates across 57 to 71 GHz 
and meets the IEEE 802.11ad specification, supporting channels 1 
through 6, with center frequencies from 58.32 to 69.12 GHz. The trans-
ceiver integrates 16 Tx and 16 Rx signal paths and can be tiled into 
larger arrays (see SB Figure 1). The transceiver uses a direct conver-
sion architecture for both Tx and Rx, connecting from the baseband 
modem to 60 GHz patch antennas via a low loss stripline connection.

The transmit path includes integrated linear power amplifiers, 
providing a combined output power of greater than 22 dBm. The 
receive path includes low noise amplifiers with 7 dB noise figure, 
providing excellent receiver sensitivity, and analog channel filtering 
to suppress out-of-band interference, making the transceiver robust 

in a noisy RF environment and tolerant of out-of-band interferers. 
The transceiver includes a fully autonomous AGC, optimizing the re-
ceive gain based on the wanted and out-of-band signal levels, and 
provides autonomous DC offset and support for LO leakage and I/Q 
calibration. The error vector magnitude of −27 dB in both the transmit 
and receive modes supports modulation up to 64-QAM. High resolu-
tion phase shifters and signal path amplitude control enable accurate 
beamforming and reduced side lobes. The transceiver also contains 
a low noise VCO and fixed-N synthesizer and includes an auxiliary 
analog-to-digital converter to support various external functions, 
such as power and temperature measurements. With this level of in-
tegration, a complete transceiver system requires very few external 
components.

To address a range of use cases, the transceiver may be paired 
with various antenna array configurations. One common use is a 
distribution link for wireless mesh networks, which requires a link 
distance of several hundred meters combined with wide azimuth 
steering to address the different nodes in the mesh. In this scenario, 
the typical antenna design provides a horizontal steering range of 90 
degrees with a fixed vertical beam. The corresponding half power 
beamwidth is 90 degrees horizontally, 20 degrees vertically. The an-
tenna array can be implemented using a low loss laminate material, 
such as Megtron 6 or Rogers 3003, and standard printed circuit board 
fabrication. These materials are 
robust and proven and are cost-ef-
fective for high volume mmWave ap-
plications, such as wireless commu-
nications and automotive radar. Each 
antenna element has a gain of 10 dBi 
with flat frequency response from 
channels 1 through 6. The combina-
tion of the patch elements in a typical 
antenna array configuration with a 
single RF transceiver produces 16 Tx 
and 16 Rx antenna elements, provid-
ing 22 dB minimum gain on boresight 
(see SB Figure 2).

Combining the RF antenna mod-
ule with a suitable baseband device, 
such as IDT’s Rapidwave™ RWM6050, provides a complete 60 GHz 
communications subsystem, which is integrated with a network 
processor to create a wireless mesh network node. SB Table 1 pro-
vides a system gain analysis, illustrating how the twin goals of wide 
steering range and long distance can be accomplished for a wireless 
mesh distribution network.s SB Fig. 1  TRX BF01 transceiver block diagram.
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s SB Fig. 2  The 
BFM06010 module 
integrates the transceiver 
RFIC and antenna array 
into 16 Rx and 16 Tx 
beamforming channels.

SB TABLE 1
BEAMFORMING MODULE PERFORMANCE IN CHANNEL 6 (69.12 GHz)

Modulation and Coding

Units MCS 4 BPSK MCS 8 
QPSK

MCS 12 
16-QAM

MCS 12.3 
64-QAM

PHY Rate Mbps 1155 2310 4620 6757
Conducted Power dBm 22.5 21 17

Antenna Array Gain dBi 23
EIRP dBm 45.5 44 40 37

Constrained EIRP dBm 40 40 40 37
Element Sensitivity dBm −69 −66 −59 −54

Antenna Array Gain dBi 23

Receiver Sensitivity dBm −92 −89 −82 −77
System Gain dB 132 129 122 114
Link Distance m 750 600 330 150
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mmWave systems will have a key role supporting the massive data rates planned for 5G networks. 
However, unfavorable propagation and technical limitations challenge the feasibility and adoption 
of such systems. Addressing these challenges, Gapwaves is developing waveguide technology 
with superior performance over conventional printed circuit board (PCB) solutions, including 
exceptional efficiency, routing, subarray partitioning, filtering, isolation and thermal handling. 
With improvements in performance, range, number of components and power consumption, the 
hardware, deployment and operating costs can be significantly reduced. This article discusses the 
design principles and results of Gapwaves’ demonstration platform, including both passive and 
active measurements, and the integration of high-power GaN semiconductors to further enable 
the vision of high performance and cost-effective mmWave systems.

5G, the next-generation mobile network, has a 
large set of ambitious objectives, leveraging 
multiple technologies for several different ap-
plication scenarios.1 Within those, the 100× in-

crease in network capacity compared to the current 4G 
network will be the most visible to the consumer. Tra-
ditional sub-6 GHz frequencies will continue to be the 
backbone for ubiquitous connectivity, with a boost in 
capacity from additional bands and advances in coding. 
However, such a dramatic increase in data rates heavily 
depends on massive amount of spectrum: GHz of band-
width available in the mmWave region at a lower cost 
per Hz. Regulatory bodies have identified several bands 
for this, mostly between 24 and 60 GHz.

Moving to the mmWave region raises technical is-
sues. The coverage from a base station is considerably 
less than that of existing systems, due to large propaga-
tion losses and severe shadowing and penetration ef-
fects from obstructions by buildings, trees and people. 

Gapwaves Platform Integrates  
5G mmWave Arrays
Carlo Bencivenni, Thomas Emanuelsson and Magnus Gustafsson
Gapwaves AB, Gothenburg, Sweden

mmWave active components generate low output pow-
er with low efficiency, with smaller size creating prob-
lems with component and power density. This results in 
limited transmit power, high power consumption and 
expensive components. Typically, all components suf-
fer from increased losses with frequency, which can be-
come onerous for planar technologies at high frequen-
cies. Also, satellite and backhaul services coexist in the 
mmWave region, requiring RF filters to prevent interfer-
ence, which increases system losses.

Deployment of 5G mmWave systems will be driven by 
household fixed wireless access (FWA) first, with mobile 
access later. The success of the former depends on base 
station coverage; to strengthen the business case in sub-
urban areas, higher inter-site distance (ISD) and equiva-
lent isotropic radiated power (EIRP) are needed.2 Higher 
EIRP increases capacity in systems with hybrid and digital 
beamforming, where the additional power can be shared 
across multiple beams and users.

www.mwjournal.com/articles/31753

https://www.microwavejournal.com/articles/31753-gapwaves-platform-integrates-5g-mmwave-arrays?v=preview


mmWAVE APPLICATIONS
The industry response to the above challenges has 

mainly been planning small cell, high capacity coverage. 
However, while a denser deployment will be unavoid-
able, the economic feasibility and widespread availabil-
ity depends on the technical solutions and associated 
cost. The number of base stations per area determines 
the cost for equipment, deployment and operation.

Recently, the first demonstration products were re-
leased by major telecommunications equipment manu-

facturers.3 Most 
of the current sys-
tems are based 
on integrated PCB 
antennas, typically 
with a patch ar-
ray on the front of 
the board and ac-
tive components 
on the back side. 
Losses are mini-
mized by vertically 
routing through 
the PCB in a one-
feed-per-antenna 
configuration, at 
the expense of low 
gain. As a result, 
achieving high 
EIRP and downlink 
coverage are chal-
lenging. To par-
tially compensate, 
a large number 
of active chains 
are used, increas-

ing the cost of the system and the power consumption. 
However, the increased power at the base station, as 
opposed to the gain, does not help the uplink, which 
is the hardest leg. The tight integration and high power 
consumption in a very limited space of a multi-layered 
PCB create thermal handling and complexity issues. An-
other challenge is integrating filters and their impact on 
performance, which is substantial at these frequencies. 
All these limitations ultimately result in poorer perfor-
mance, reduced range, higher power consumption and 
increased cost. The solution by some suppliers is to in-
crease the system size, resulting in a large number of 
expensive components.

Taking a different approach, Gapwaves is focusing on 
maximizing antenna gain and minimizing feed and filter-
ing losses, to increase system range and performance 
and increasing component output power. Most impor-
tantly, low loss subarrays can be used to increase gain, 
with the trade-off of reduced elevation coverage, as the 
beam narrows and grating lobes appear. In real scenar-
ios, however, a user’s angular distribution in elevation 
is extremely limited, especially for suburban FWA with 
low buildings. As shown in Figure 1, even an 8-element, 
vertical subarray with no downtilt or elevation scanning 
provides adequate signal level at all distances for a 500 
m ISD (333 m cell radius), despite an elevation beam-
width of about 12 degrees. This is valid as long as no 
deep notches are present in the elevation pattern.

WAVEGUIDE REVISITED
The primary transmission technologies for microwave 

applications are metal waveguide and substrate-based 
PCBs. While the former offers unmatched performance, 
its bulkiness, cost and complexity have limited applica-
tions to niche, high-end markets such as satellite and 
military. PCBs offer planar, robust, cost-effective solu-
tions with satisfactory performance and, for these rea-
sons, have long been the standard for commercial solu-
tions.

However, both technologies face severe challenges 
at mmWave frequencies. PCB losses are substantial: at 
30 GHz, conventional PCB microstrip lines with high 
frequency substrates suffer losses in the 10s of dB/m, 
compared to fractions of dB/m for waveguide. PCB de-
signers must compensate by using premium substrates 
and minimizing trace lengths; however, as frequencies 
increase, the losses become overwhelming. Waveguide 
suffers from increasingly impractical manufacturing tol-
erances as frequencies increase. A rectangular wave-
guide with a joining defect on the order of micrometers 
between its two parts suffers catastrophic leakage (see 
Figure 2a). Split-block design best practices and high 
quality joining processes improve performance but are 
not suitable for mass manufacturing.

A solution is offered by Gapwaves, a robust and low 
loss technology developed at Chalmers University of 
Technology by Professor Per-Simon Kildal and his re-
search group.4 By using an artificial magnetic conduc-
tor surface, typically realized with a bed of pins, robust 
waveguide-like transmission lines and components can 
be created without needing electrical contact between 
the layers. As shown in Figure 2b, the equivalent Gap-

s Fig. 1  SNR margin relative to the cell edge for an 
8-element vertical subarray with no downtilt and 333 m cell 
radius.
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waves waveguide performs flawlessly with a gap pres-
ent, containing the fields within a few rows of pin and 
with comparable losses. No joining process is necessary. 
This key aspect enables a waveguide to achieve both 
premium performance and cost-effective manufacturing 
for consumer markets. Gapwaves AB was founded in 
2011 with the objective of developing and commercial-
izing Gapwaves waveguide solutions.

GAPWAVES WAVEGUIDE 5G ANTENNA
To demonstrate the advantages of Gapwaves wave-

guide, we have developed a demonstration platform 
including the key passive and active components, al-

though the focus is on the antenna and RF performance 
(see Figure 3). Typical requirements have been consid-
ered; as a result, the design is not tailored for any spe-
cific application.

The center frequency is 28 GHz, in line with U.S. 5G 
trials, and the target bandwidth is greater than 13 per-
cent to accommodate current 5G bands. A 1.2 GHz 
filter is integrated in each subarray feed to support an-
alog, digital and hybrid beamforming and the typical 
instantaneous bandwidths. Full scanning is provided in 
azimuth and reduced in elevation. A spacing of λ/2, ap-
proximately 5.5 mm, and 4-element vertical subarrays 
were adopted to guarantee ±45 and ±10 degree scan-
ning in azimuth and elevation, respectively. The dem-
onstration antenna is an 8×8 array. Although a smaller 
size, it is sufficient to fully characterize the system and 
extrapolate to larger sizes without unnecessary com-
plexity. Due to the subarrays, 16 feeds are present. 
SiGe front-ends are used, which provide a total EIRP 
of 44 dBm based on typical SiGe RFIC performance.

As shown in Figure 4, the system is a multi-layer, 
largely metal assembly. The PCB, with the active com-
ponents, is located between the shielding layer on the 
back and the cooling layer on the front. The shield-
ing layer improves isolation and cavity mode suppres-
sion, and the cooling layer hosts the transitions to the 
antenna. Both layers are key to thermal performance. 
From the PCB, the RF is routed to the filter and distribu-
tion layer, which provides low loss routing, the subarray 
feeds and dedicated filters. Finally, the slot antenna is 
the front layer.

Transitions
One of the key advantages of Gapwaves waveguide 

technology is the low loss nature of its interconnections, 
typically more than 10× better than equivalent PCB so-
lutions. It is highly desirable to transition from the PCB 
hosting the digital and low frequency signals to wave-
guide as soon as the RF signal is generated, performing 
high frequency functions such as filtering and routing in 
waveguide. The transition between PCB and waveguide 
should guarantee a low loss, robust and contact-less in-
terface.

While a variety of transitions have been designed 
and manufactured, a through-substrate configuration 
has been adopted. This allows positioning the compo-
nents facing backward in direct contact with the heat-
sink. Since the signal travels from the microstrip verti-
cally through the substrate, different transition versions 
have been designed depending on the PCB stack-up. A 
single transition with a two-layer 10 mil Rogers RO4350 
board has a measured insertion loss of 0.2 dB and re-
turn loss of 20 dB over a 20 percent bandwidth. Figure 
5 shows a back-to-back measurement of a four-layer 
board with a 10 cm waveguide line section. Tolerance 
analysis and repeated measurements prove the robust-
ness of the design to assembly variations.

Filtering
RF filters are needed to protect sensitive services, 

such as the passive Earth Exploration Satellite Service 
(EESS).5 The EESS band extends to 24 GHz, and the low 
end of the 5G n258 band starts at 24.25 GHz—only 1 

s Fig. 3  Gapwaves 28 GHz demonstration array.

s Fig. 4  Exploded view of the Gapwaves waveguide array.

Slot Layer

Feeding & Filter Layer

Cooling Layer

PCB Board

Shielding Layer

Signal

Heat

s Fig. 5  Back-to-back measurement of the transition through 
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percent frequency margin. Meeting emission limits re-
quires sharp filter rejection or an expensive guardband. 
While several filter technologies could be applied, they 
can introduce considerable loss, use scarce PCB area 
and cause complicated routing.

Gapwaves waveguide technology enables waveguide 
filters integrated in the antenna, offering premium per-
formance and eliminating complexity. While waveguide 
filters are well known and used in high performance ap-
plications, the amount and density of the filters pose the 
main challenges for the gap waveguide design. Achieving 
the filter area, constrained by the antenna element spac-
ing to approximately 0.5λ × 2λ, is extremely challenging, 
as the area includes the division walls or pins between 
the subarrays and transitions between layers. Since the 
array will contain tens to hundreds of filters which must 
be functional as assembled without tuning, the design 
must be extremely robust to manufacturing and assem-
bly. While the pin structure of the Gapwaves waveguide 
helps with the robustness, the design of the filter resona-
tor is crucial. The design for meeting these requirements 
is less than about λ/2 in x, y and z.

For the demonstrator antenna array, the filter design is 
a third-order Chebyshev with 1.2 GHz bandwidth (20 dB 
return loss) centered at 28 GHz. The measured perfor-
mance of two filters is shown in Figure 6. The insertion loss 
is 0.4 dB, compared to an equivalent microstrip filter which 
would have losses of several dB. Although the filter fits 
comfortably under each subarray, for these measurements 
it was positioned on the auxiliary through line to character-
ize the filter independent of the antenna.

Antenna
The demonstrator antenna is an 8×8 slot array orga-

nized as 4-slot subarrays in an eight column, two row 
configuration (see Figure 7). As the subarray is periodic, 
the antenna can be extended in both horizontal and ver-
tical directions. The λ/2 spacing and vertical grouping 
enable scanning without grating lobes beyond 45 de-
grees in azimuth and up to 10 degrees in elevation. The 
demonstrator antenna has a single polarization. Both 
vertical and horizontal versions of the antenna have 
been developed and tested, although this article only 

presents results 
from the single po-
larization antenna.

The subarray is 
a series, end-fed 
resonant slotted 
waveguide. The 
antenna covers the 
band from approx-
imately 26.5 to 31 
GHz, greater than 
15 percent rela-
tive bandwidth. 
The measured 
and simulated ar-
ray patterns show 
very good agree-
ment (see Figure 
8), with no notches 
in the elevation patterns. The antenna has a total gain 
of 24 dBi, 12 dBi per subarray per channel. Embedded 
matching is better than 20 dB, isolation better than 16 
dB and active matching better than 10 dB over all scan 
angles.

Thermal Design
Thermal handling is challenging at mmWave fre-

quencies, where the many densely packed components 
create substantial heat in a limited area. High thermal 
handling is critical to ensure semiconductor and other 
components operate within their specified operating 
temperature ranges, assuring reliability and optimum 
performance. A SiGe IC solution for a mmWave, dual 
polarized array, for example, dissipates several W/cm2. 
The thermal situation is complicated by the desire for 
passive cooling, which is challenging for a system dissi-
pating more than a few hundred Watts. For even moder-
ate heat dissipation, PCB designs rely on using thermal 
vias.

A Gapwaves waveguide system has excellent thermal 
capabilities. The all-metal antenna assembly doubles as 
an integrated heatsink, extracting heat from both the 
top and bottom sides of the components. Back-of-the-

s Fig. 6  Measured performance of two 28 GHz Gapwaves waveguide bandpass filters showing wideband performance (a) and 
passband insertion loss (b).
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envelope calculations show that the antenna assembly 
can extract up to 2 W/°C from top-sided cooling of a 
typical 5 mm × 5 mm component area. The subarray 
architecture also provides benefits: for a fixed EIRP, it 
reduces the required power and decreases component 
density.

Measurements of the demonstration platform con-
firmed the effectiveness of the design using top-side 
cooling of the SiGe ICs. The steady state temperature 
measured by the on-chip sensors at maximum output 
power was only 60°C, when maximum junction temper-
atures are typically around 150°C.

ARRAY PERFORMANCE
The active part of the demonstration platform con-

sists of an analog beamforming board using commer-
cially available components (see Figure 9). The 16 an-
tenna ports are fed by four SiGe ICs, each with four Tx/
Rx channels and connected to a single input/output RF 
connector. A fifth IC on the board serves as an optional 

buffer and pream-
plifier. The SiGe 
Tx/Rx chains pro-
vide 17 dBm satu-
rated output pow-
er per channel, 
backed off to 8 
dBm per channel 
to ensure good 
linearity. The am-
plitude and phase 
of each port can 
be independently 
controlled digi-
tally, enabling full 
control of the beam. The total power consumption is 
about 13 W. The ICs operate from 26.5 to 29.5 GHz, less 
than the bandwidth of the antenna.

Active measurements validate the system perfor-
mance in both Tx and Rx. Only the Tx results are pre-

s Fig. 8  Gapwaves array antenna patterns: azimuth simulated (a) and measured (b), elevation simulated (c) and measured (d).
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sented here, with the measured antenna beams shown 
in Figure 10. The beams are well behaved: scanning 
beyond the design requirements of ±45 degrees in 
azimuth and ±10 degrees in elevation and stable over 
frequency (see Figure 11). The measured EIRP is ap-
proximately 52 dBm at saturation, backed off to 44 dBm 
with an error vector magnitude (EVM) of approximately 
3 percent (see Figure 12).

INCREASING EIRP
To increase the EIRP of mmWave arrays, a logical step 

is to adopt GaN on SiC in the RF front-end. Originally 
developed for defense applications, GaN technology 
has matured and the cost is becoming competitive for 
commercial applications.2 Its high breakdown, electron 
mobility, power density and excellent thermal proper-
ties make the compound semiconductor attractive for 
mmWave front-ends. For Tx, GaN achieves a saturated 
power of 2 W with a power-added efficiency of approxi-
mately 10 percent. Backed off to an EVM of 3 percent, 
GaN can deliver an average output power of 24 dBm. 
GaN also achieves a noise figure about 1.5 dB better 
than SiGe, which significantly improves the uplink mar-
gin.

However, the high-power density of GaN requires 
considerable cooling capability in the antenna array, 
even though GaN’s maximum rated junction tempera-
ture is about 75 degrees higher than SiGe. The Gap-
waves waveguide approach offers the thermal handling 
needed for GaN power amplifiers. Although Gapwaves 
is agnostic to the choice of semiconductor technol-
ogy, combining the low loss, high gain waveguide ar-
ray with the high-power and high efficiency of GaN is 
very attractive. The combination can reduce the num-
ber of components and power consumption for a given 
EIRP, reducing the cost of the array. A gap waveguide 
antenna using a GaN front-end is being developed for 
the 28 GHz band (see Figure 13). The subarray design 
contains eight slots in a single row, using analog beam-
forming with a GaN front-end module. Eight subarrays 
can be combined to form a 64-slot antenna with 24 dBi 
gain and 56 dBm EIRP at 9 dB back-off. The array will 
scan ±45 degrees in azimuth, and no elevation scan is 
planned. A total power consumption of about 40 W is 
expected.

SUMMARY
Gapwaves’ demonstration platform shows the per-

formance capabilities of the Gapwaves waveguide 
technology for mmWave antenna arrays. The low loss 

s Fig. 10  Gapwaves array azimuth (a) and elevation (b) beam steering using analog beamforming.
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and thermal advantages of waveguide; the ability to in-
tegrate antennas, filters, radio and baseband compo-
nents; and a cost-effective, producible platform position 
this technology as a strong contender for 5G and other 
mmWave systems. While the platform is agnostic to RF 
semiconductor technology, its thermal performance 
is particularly beneficial for the high-power density of 
GaN.n
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As we usher in the age of large capacity wireless access systems demanding high spectral 
efficiencies, array antennas are playing an increasing role. MIMO antenna arrays have become 
integral to the standards for cellular and wireless local area networks. These active antenna 
arrays will play an equally important role in next-generation high throughput satellite (HTS) 
communications. Also, the large low Earth orbit (LEO) and medium Earth orbit (MEO) 
constellations planned by companies like OneWeb, Telesat, SES and SpaceX will need ground 
terminal antennas that track multiple satellites. This convergence of trends is driving a shift from 
passive antennas with static fixed beam patterns to fully steerable, active smart antennas.
In this article, we discuss the advantages of digital beamforming (DBF) for capacity, control 
and flexibility. Until now, DBF was largely a concept because of the cost and complexity to 
implement a usable solution. We will describe a commercial ASIC implementing DBF with true 
time delay (TTD) that realizes its potential. DBF combined with an integrated RF front-end (RFFE) 
enables modular electronically-steerable multi-beam array (ESMA) antenna systems for a wide 
range of applications.

Mobile wireless communications systems 
require increasingly high data rates with 
virtually worldwide coverage. Because ter-
restrial networks do not cover the globe, 

high data rate services are not available in remote ar-
eas or onboard ships and aircraft. SATCOM and SAT-
COM-on-the-move (SOTM) are essential capabilities 
to achieve high capacity communications with global 
coverage. With large capacity wireless access requiring 
high spectral efficiency, array antennas have emerged as 
a key architecture for wireless communication systems, 
and MIMO antenna arrays are included in the standards 
for cellular and wireless local area networks. These ac-

Multi-Beam Phased Array 
with Full Digital Beamforming 
for SATCOM and 5G

tive antenna arrays will play an equally important role 
in next-generation HTS communications. The develop-
ment of large LEO and MEO constellations, planned by 
companies like OneWeb, SES and SpaceX, will require 
ground terminals able to track multiple satellites. Para-
bolic dish antennas have been the defacto design for 
SATCOM Earth antennas. They have advantages such 
as good performance, power consumption and cost, yet 
they are stationary and have lower efficiency. In com-
parison, electronically-steerable antennas have many 
benefits: self-installation, multi-SATCOM, satellite track-
ing and their payloads can be more flexible, enabling 
techniques such as multi-beam, beam hopping and 

www.mwjournal.com/articles/32053
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flexible beam shaping. All-electronic control eliminates 
mechanical parts, which are slow and more likely to mal-
function.

As Ku-Band capacity is widely available from the 
existing geostationary (GEO) satellite networks above 
the planet, market interest has largely been for satel-
lite services at Ku-Band, namely digital TV broadcast, 
broadband internet access and IoT networks. The 
growth of these services will depend on the develop-
ment of new high performance and low-cost user ter-
minals with the ability to track satellite position while 
in motion. The antenna at the terminal must be capa-
ble of wide-angle scanning while keeping fabrication 
costs as low as possible, since most applications are 
consumer markets. For low-cost applications such as 
the IoT, the cost of the antenna can be reduced using 
energy efficient waveforms, such as half-duplex, which 
optimize link and resource utilization. The cost using 
such waveforms can be reduced with a single antenna 
that can serve both receive (Rx) and transmit (Tx).

BEAMFORMING 
OPTIONS

Antennas con-
vert RF signals 
into electromag-
netic transmission 
and vice versa. 
Each antenna has 
a radiation pat-
tern defining the 
direction of the 
energy radiated 
by the antenna. 
An antenna’s gain 
and directivity go 
hand in hand: the 
greater the gain, 
the more directive 
the antenna. It is 
this feature of the 
antenna that has 
become the focus 
for increasing ca-
pacity, particularly 
with the next-gen-
eration of wireless 
communications 
systems for both 
SATCOM and 5G.

Beamformers 
comprise an array 
of antennas mak-
ing the combined 
aperture direc-
tive. They con-
trol the radiation 
pattern through 
the constructive 
and destructive 
superposition of 
signals from the 

different antenna elements. In general, beamforming 
can be classified as passive and active. Passive beam-
formers are fixed directive antennas made of passive 
components, such as transmission lines, that point the 
beam in a fixed direction. Active beamformer anten-
nas—commonly known as phased arrays—have active  
phase shifters at each antenna element to change the 
relative phase among the elements; because they are 
active, the beam can be dynamically steered. Electron-
ically-steerable antennas can adopt one of three ap-
proaches to beamforming: analog, digital and hybrid 
(see Figure 1).

Analog Beamforming
Analog beamforming (ABF) can be implemented in 

three ways: RF, local oscillator (LO) and analog base-
band.

With RF beamforming, phase shifting is implement-
ed in both the RF Rx and Tx paths prior to the mixer. 
Reduced component cost is one of the reasons for its 
popularity, particularly at mmWave, where the small 
size of the phase shifter allows better integration in the 
RFFE. However, phase shifter precision and noise figure 
degradation due to the phase shifters are performance 
challenges for this technique. Also, the phase shifters 
and beamforming network (BFN) must be designed for 
the frequency of operation.

LO beamforming uses the LO distribution network 
for phase shifting, addressing the noise figure challenge 
by shifting the phase shifter from the signal path to the 
LO path. However, this increases power consumption, 
and the complexity scales with the size of the antenna.

With analog baseband beamforming, beamform-
ing occurs in the baseband, after down-conversion and 
before up-conversion, enabling use of higher precision 
phase shifters. However, the size of the phase shifters 
and the complexity of the BFN—mixers in each RF chain 
and a network of baseband splitters and combiners—
are challenges.

Digital Beamforming
With digital beamforming (DBF), beamforming is 

performed digitally at baseband, requiring one beam-
former and RFFE at each antenna element. Offering 
a high degree of control, DBF is considered the most 
flexible beamforming approach and superior to ABF for 
receiving and transmitting wideband signals and, more 
importantly, for multi-beam applications. The digital im-
plementation has greater reconfigurability and enables 
treatment of RF impairments at each antenna element. 
However, it requires data converters and RFFEs for each 
antenna element, increasing the complexity and power 
consumption. Fortunately, recent advances in silicon 
processes have reduced the complexity, power and 
cost of digital beamforming, making it feasible for some 
phased arrays.

Hybrid Beamforming
Hybrid beamforming uses the best of both alterna-

tives: analog and digital. To reduce the complexity of 
digital beamforming, requiring control at each an-
tenna element, the hybrid approach uses “two stage” 

s Fig. 1  Analog RF (a), digital (b) and 
hybrid (c) beamformers.
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beamforming—the concatenation of analog and digital 
beamforming—and provides a reasonable compromise 
between performance and complexity. Each analog 
beamforming network serves as a subarray for the next 
level of digital beamforming, forming a more directive 

“super element” 
whose signal is 
coherently com-
bined in the digi-
tal domain with 
the signals from 
the other super 
elements. Hybrid 
beamformers pro-
vide limited multi-
beam capability, 
although the per-
formance is sub-
optimal compared 
to digital beam-
forming.

DIGITAL BEAMFORMING WINS
Given the ongoing improvement in silicon technol-

ogy, DBF is the preferred approach for phased array an-
tennas. It offers:

Wideband signal reception and transmission: Wid-
er signal bandwidth improves the spectral efficiency of 
the system, increasing the capacity of the terminal. DBF 
enables ready implementation of high precision phase 
shifters and delay compensation (TTD), so the array can 
operate over a large signal bandwidth without beam 
squint.

Ability to scale to build large antennas: To build 
large antennas, the beamformer architecture should be 
modular to enable relatively simple scaling. To reduce 
beam squint, large antennas need to correct for the de-
lays from scanning and system routing, which becomes 
more challenging with large antennas. DBF supports 
modular design and can easily scale while maintaining 
performance.

Large number of beams: MIMO with multi-beam 
capability is the most effective way to increase channel 
capacity. With SATCOM, it enables simultaneous com-
munication with multiple satellites. DBF supports large 
numbers of beams using the entire antenna aperture, 
which provides the same antenna gain and directivity 
for each beam.

Fast beam steering: DBF supports fast beam switch-
ing and steering, i.e., within microseconds. This enables 
fast acquisition and tracking in high dynamic channel 
environments.

Flexibility: Active beamforming with flexible recon-
figuration enables the array to adapt for multiple appli-
cations, such as online calibration, configuring dynamic 
subarrays and monitoring processing and synchroniza-
tion.

Precise beamforming and nulling: With precise con-
trol of the phase and gain, DBF enables fine control of 
the radiation pattern, including side lobes, null depth 
and null positioning. This fine control can form the ra-
diation pattern to meet regulatory masks and suppress 
unwanted directional interference, maintaining a high 
signal-to-noise ratio (SNR).

Antennas on conformal structures: The ability of 
DBF to calibrate and compensate for phase and de-
lay allows decoupling the antenna’s geometry from its 
performance, making conformal antennas feasible, i.e., 
unrestricted to a 2D plane. Geometric shapes such as 
hemi-spheroidal 3D antennas or other conformal shapes 
can be implemented using DBF.

TTD BEAMFORMING
As shown in Figure 2, with a uniform linear array, the 

incident wavefront at an angle θ results in a delay (τ…Nτ) 
for the signals arriving at different elements. This delay 
causes the antenna array to have a pattern depending 
on the frequency. To have a flat pattern over the desired 
frequency range, the antenna’s coherent bandwidth 
should be greater than the bandwidth of the signal. 
This implies that Nτ<<Ts, where TS is the duration of the 
symbol. This condition requires the system to have the 
capability to perform delay compensation to coherently 

s Fig. 3  Phased array radiation patterns showing beam squint 
vs. frequency (a) and no beam squint with true time delay (b).
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combine signals. 
Figure 3 shows 
the beam squint 
resulting from the 
frequency selec-
tivity of an array, 
which does not 
occur with TTD 
beamforming. 
The relationship 
Nτ<<Ts indicates 
the antenna’s de-
lay spread can be-
come very large 

relative to symbol duration if either the antenna is very 
large (N) or the symbol duration is very small (TS), i.e., 
the bandwidth is very large. This point is illustrated in 
Figure 4.

SatixFy has developed the industry’s first TTD DBF 
in a form that is efficient in power and cost (see Figure 
5). The Prime ASIC has a modular and flexible architec-
ture supporting real-time reconfiguration, online calibra-
tion and the scalability to build large antennas. Prime 
digitizes the signal at each antenna element with high 
speed analog-to-digital converters (ADC) and digital-to-
analog converters (DAC), processing more than 2 Tbps 
data rates. Prime connects to RFFEs containing the RF 
transceivers via a high bandwidth I/Q interface. Within 
each DBF, the ADCs and DACs are connected to high-
resolution digital phase shifters and digital delay circuits 

which implement TTD to avoid beam squints, enabling 
wideband signal transmission and reception. The DBF 
chips are connected to each other via a high speed digi-
tal serial bus (SERDES), which enables a highly integrat-
ed, controllable and scalable antenna system. The key 
features of the Prime DBF are:
•	 Over 1 GHz instantaneous signal bandwidth.
•	 Multi-beam capability: up to 32 beams with indepen-

dent phase, gain and delay control for each beam 
(see Figure 6).

•	 Equalization/pre-equalization and digital predistor-
tion for each beamformer chain.

•	 2 GHz analog baseband interface.
•	 Tight integration with SatixFy’s Sx3000 modem via 

SERDES interface.
•	 Support for an external modem with an L-Band in-

terface.
•	 Very high speed beam tracking and beam steering.
•	 Linear and circular polarization control.
•	 Self-calibration with internal synchronization engines.
•	 Antenna control integrated with the Sx3000 modem.
•	 Power saving modes and configurations tailored to 

the application.

RF TRANSCEIVER
A companion to the Prime DBF, Satixfy’s first-genera-

tion RFFE is a Ku-Band RFIC which links the Prime’s I/Q 
signals with the Ku-Band antenna elements (see Figure 
7). Called Beat, the RFFE integrates the transmit driver 
and power amplifier, transmit up-converter, receive low 

s Fig. 5  SatixFy Prime DBF ASIC.

s Fig. 6  Prime DBF capability: number of 
beams vs. bandwidth.

1 Beam,
>1 GHz

2 Beams,
≤ 880 MHz

4 Beams,
≤ 440 MHz

32 Beams,
55 MHz

s Fig. 7  SatixFy Beat Ku-Band front-end. s Fig. 8  Block diagram of a single element, circularly polarized Tx (a) and Rx (b).
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noise amplifier, receive down-converter and antenna 
polarization control, either linear or circular (see Figure 
8). A single Beat supports four Ku-Band antenna ele-
ments operating in half-duplex mode.

Figure 9 shows the block diagram of a fully integrated 
ESMA system composed of the Prime DBF, Beat RFFE 
and the antenna panel. The Prime DBF at the heart of 
the electronically-steerable antenna is connected to the 
Beat RFFE via an analog I/Q interface and to the Sx3000 
modem via high speed SERDES. This level of integra-
tion enables a highly configurable antenna supporting 
different applications. Within this architecture, the DBF 
is band-agnostic, meaning to build phased array anten-
nas for different satellite (Ku-, Ka- or X-Band) or 5G (sub-
6 or 28 GHz) bands, only the RFFE and antenna panel 
need to be modified. The backbone of the BFN remains 
the same, greatly simplifying antenna designs for differ-
ent applications and frequency bands. For phased array 
antennas at VHF and UHF, Prime can be used with an 

LNA and PA with-
out up- or down-
converters.

The modular 
architecture of the 
ESMA enables it 
to be scaled to 
larger arrays by til-
ing. An example is 
shown in Figure 
10, where a single tile of 32 antenna elements requires 
eight Beats and one Prime. The tiles are daisy-chained 
via high speed SERDES, which provides both data and 
the control plane to and from the antenna controller.

SatixFy recently introduced the world’s first fully 
digital 256-element ESMA for Ku-Band SATCOM (see 
Figure 11 and Table 1). The ESMA antenna can serve 
both as a standalone IoT terminal or a building block 
for a larger array. The antenna is a single board design 

s Fig. 9  System architecture.
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with a shared aperture antenna (Rx and Tx), operating 
from 11 to 12 GHz for Rx and 13.75 to 14.5 GHz for 
Tx. The 256-element ESMA comprises eight Primes 
daisy-chained and 64 Ku-Band Beats. The antenna 
can simultaneously point, track and manage multiple 
beams with multiple polarizations. Figure 12 shows 
the antenna radiation patterns, measured in an an-
echoic chamber.

APPLICATIONS
The flexible ESMA architecture enables low-cost, 

adaptive and steerable antenna system with low weight 
and power consumption. This makes this system viable 
and attractive for various applications:

IoT
In rural areas, satellites can provide the missing 

coverage to connect sensors and other entities to the 
cloud, such as sensors for agriculture, water metering, 
weather, petrol and gas metering. The ESMA enables 

compact, low-cost and low-power IoT antennas that 
can automatically search, acquire and track satellites. 
Advantages of the ESMA include eliminating bulky 
mechanical structures and self-installation and track-
ing, which significantly reduce installation cost and 
enables mobile applications on vehicles, ships, aircraft 
and drones. The small antenna size is feasible using 
appropriate waveforms,1-2 making it possible to com-
municate at very low SNR.

Broadband Communications for Land, Maritime and 
Aeronautical Applications

High capacity GEO networks and new constellations 
of LEO and MEO satellites will help serve the demand 
for broadband access, both for fixed terminals in re-
mote areas and SOTM applications. During the past 
decade, the demand for broadband connectivity and 
inflight entertainment on commercial airlines has dem-
onstrated the need for low drag and highly reliable an-
tenna systems, making a conformal antenna based on 
ESMA a good solution. The simultaneous multi-beam 
capability enables simultaneous connectivity with mul-
tiple satellites and make-before-break connections 
to ensure seamless connectivity—particularly when 
switching beams with LEO satellites at high speed. 
These same benefits extend to land mobile and mari-
time applications, where ESMA based SATCOM links 
can co-exist with terrestrial wide area communications. 
The ESMA can be scaled according to the required link 
budget, physical size, weight and power consumption 
constraints of the platform.

5G Fixed Wireless Access
The jump in 5G data rates, compared to 4G, relies 

on smart antennas with multiple, wideband, directive 
beams. ESMA’s beamforming capability can increase 
spectrum utilization by up to two orders of magni-
tude. The high precision phase shifters and TTD in 
the DBF makes it suitable for the both mmWave and 
sub-6 GHz arrays. The ESMA’s flexibility enables dy-
namically reconfiguring the beams, combined with 1D 
and 2D dual-polarized scanning for both line-of-sight 

s Fig. 12  Measured 256-element ESMA H-plane radiation patterns vs. scan angle: Tx at 13.75 GHz (a) and Rx at 11.7 GHz (b).
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TABLE 1
Ku-BAND ESMA

Topology Tx/Rx Half Duplex TDD

# Beams Up to 32 Simultaneous Beams

Frequency Coverage Rx: 11 to 12 GHz 
Tx: 13.75 to14.5 GHz

# Elements 256

# DBFs 8 Primes

# RFICs 64 Beats

RF Bandwidth 1 GHz

Channel Bandwidth 880 MHz

Tx Antenna Gain 28 dBi

Rx Antenna Gain 26.5 dBi

Modem Sx 3000-Based Modem

Digital Interconnectivity 4 SerDes Lanes at 9.4 Gbps/Lane

Terminal Functionality Self-Sufficient System, Single Board 
Design, Minimal External Interfaces



36

and non-line-of-sight channel conditions. With TTD 
beamforming, high gain and squint free antenna pat-
terns can be achieved across the entire cellular band.

SUMMARY
This article introduced a scalable ESMA with two 

building blocks: a digital ASIC (Prime) with TTD, which 
performs the signal processing and beamforming, and 
an RFFE containing the RF amplification and up- and 
down-conversion, which is the interface between the 
DBF and the antenna element. The chipset enables a 
flexible and scalable architecture, with the resulting 
ESMA achieving extremely small size, low power con-
sumption and low-cost, compared to other approaches. 
Products based on ESMA will support a wide range of 
applications, including SATCOM (GEO, LEO and MEO) 
and 5G.
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