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Camera Calibration App

Simplified workflow for
estimating camera
intrinsic and extrinsic
parameters

Removes the effects of
lens distortion from an
image

Automatically detects
checkerboard patterns

4\ Camera Calibrator
CALIBRATION

Radial distortion coefficients
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Calibrate  Export Camera  Default Help
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Evaluate Calibration Accuracy

Determine the accuracy of estimated e
camera parameters 1 " | nisdess
g > P ++H-+:¢+
: s . ) ;ﬁgj}#ﬁ e
01 T
= Plot re-projection errors as a bar graph or as A e

a scatter plot I T R R

Extrinsic Parameters Visualization

= Visualize the 3-D locations of the calibration
patterns relative to the camera, or the
cameras relative to the pattern.

» showReprojectionErrors (cameraParameters)

» showExtrinsics (cameraParameters)
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Remove Lens Distortion From an Image

Removes radial and tangential
distortion.

= Radial distortion (“barrel” or “pincushion”) is
caused by the curvature of the lens

= Tangential distortion is caused by
misalignment between the lens and the
sensor

» J = undistortImage (I, cameraParameters)
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Measuring Planar Objects With a Calibrated Camera

Featured example: measure the
diameter of a penny in millimeters.

Detected Coins

= Undistort the image

= Detect the penny

= Project points from the image into the world
= Measure the diameter in millimeters

» MeasuringPlanarObjectsExample
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. 2015
Structure From Motion

Estimating 3-D structure of a scene from
a set of 2D-images

y-axis

= Match a set of points between the two images
= Estimate the fundamental Matrix

=  Compute the motion of camera
= 3D reconstruction
= Detect an Object

» StructureFromMotionExample.m
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Recovering Scene Depth with Stereo Cameras
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Epipolar Geometry

XF,..
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Left view Right view



Fundamental Matrix Demo

X, TFXg = 0

r- Figure 5

File Edit View Inset Tools Desktop Window Help
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Points in A Points in B
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Stereo Camera Calibration

4\ Stereo Camera Clibrator “image

CateRATON
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6: 16ft06.png & right06.png
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10:1eft10,png & right10.png
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| Reprojection Errors

Mean Error in Pixels

012

[ Camera 1
[Ccamera2

— — — Overall Mean Error: 0.09 pixels

Image Pairs

Exrinsics.

[ Show pattem-centric view

« Simplifies and automates calibration process
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Stereo Vision Workflow

Calibration

- App (14b)

Rectification
-Codegen (15a)

Disparity 3-D

Estimation Reconstruction

-Block -Codegen (15a)
matching,

semi-global
matching (14b)

-Codegen (14b)

‘ MathWorks:

12



Point Cloud Registration

= Rigid registration

pcregrigid: Fundamental
operation across pointcloud
applications

‘Iterative Closest Point’
Algorithm

Comparable to state-of-the-art
c++ package on academic
benchmarks

3-D Point Cloud Registration
and Stitching Featured
Example

Rigid Registration

Complete Point Cloud Registration Workflow

Point Cloud A Point Cloud B
[u ul
Remove oytllers Optional - slow Remove outliers
pcdenoise pcdenoise
o I
v v
Downsample Critical Downsample
pcdownsample SR pcdownsample
[S]
—

Rigid Registration
pcregrigid

IMalch points between moving and fixed point clouds - kd Tree

-_
|

|Check if algorithm stops

IRemove incorrect matches - Outlier Filter ‘InlierRatio’ I
‘pointToPoint’
Recover rotation and translation - Minimize Error P R
‘pointToPlane’|
‘Tolerance’

!

Alignment

pctransform

¥

Merge
pcmerge

Optional - check alignment

Optional - stitch point clouds

4\ MathWorks'
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Point Cloud Processing

|4 Point Cloud Registration and Stitching

R2015a

File Edit View Inset Tools Desktop Window Help

NEEL K AXRODEL-|B|0E |80

Miesaadz¢ev 9 0D L0

Input Image

= 3-D point cloud processing

— File 1/0O, Viewers

— Registration, denoising, downsampling, geometric

transformation

Updated 3-D World Model

4\ MathWorks
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Point Cloud Application — Robot Vision

= Robot Navigation

4\ MathWorks'
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Point Cloud Application — Advanced Driver Assistance
Systems (ADAS)

= Collision Detection

&\ MathWorks:
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Contents

= Stereo and 3D Vision

= Machine Learning

= Deep Learning

4\ MathWorks

17



&\ MathWorks:

Today’s Objectives

Use examples to solve real-world problems to:
— See how MATLAB simplifies the machine learning workflow
— Quickly go from idea to prototype
— What's new for machine learning, deep learning, image processing and computer vision

18



Agenda

Introduction

— Applications

— Workflow

— Common Challenges

Demonstrations

— QObiject recognition using live video

— Deep learning for recognition

— Training object detectors

— Grouping or clustering images by visual similarity
Conclusion

&\ MathWorks:
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What Problems Can You Solve ?

Object Detection

4\ MathWorks
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Machine Learning

Machine learning uses data and produces a program to perform a task

Task: Image Category Recognition

-~
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ﬂ;

-)T.i —% Written
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If brightness > 0.5

If edge density < 4 and

Hand

Program

then ‘hat’

major_axis > 5

then “boat”

‘boats’

‘mugs’

‘hats’

~

K+

‘boats’
T! Computer Machine : ugs’
.) '9 Vision Learning
i . hats

Machine

model = < Learning >(data, label)

Algorithm
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Machine Learning Workflow Using Images

Training Data Feature Learmng or
Extraction Modelling
ame I ‘1
/18 ch
:'«;‘-: > 5 I 1 |-
’ )./ v}séalz’vtosraindex
Training
( gme I I — . ‘hat
b i o
"i~:=-,-/‘ L
\_ ). v}saamosrd index
Input Image — EFteritgtrgn ——  Classification
X |
Classification 24




Viola Jones — Cascade Object Detectors

= Algorithm to detect people's faces, noses, eyes, mouth, or upper body.

= Ability to train custom classifiers using the Training Image Labeler

Upper Body

4\ MathWorks'
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Cascade of Classifiers in CascadeObjectDetector

POSITIVE IMAGES

glils

ra|nCascadeObjectDetector

NEGATIVE IMAGES

Cascade Classifier

stage one
stage two vision.CascadeObjectDetector
stage three System Object

stored as an XML file

= Each stage of cascade is Gentle Adaboost, an ensemble of weak learners

- Each stage rejects negative samples using a weighted vote of these weak learners
= The samples not rejected are passed to the next stage

= Positive detection means the sample passed all stages of the cascade

24



Challenges: Machine Learning Workflow Using Images

Training Data Feature Learning or
Extraction Modelling
. P = . “me : 7
» % e T B I
' 8 — hm” e
Challenge 1 Challenge 2 Challenge 3
Challenge 2

1 4 . .
word index

Input Image —. Feature ——  Classification

Extraction

&\ MathWorks

—— ‘hat’
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Common Challenges for Machine Learning with Images

- Challenge 1: Handling large sets of images
- Challenge 2: How to extract discriminative information from images

- Challenge 3: How to model tasks or data using machine learning

&\ MathWorks:
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Goal: Recognize/ Classify Objects in Live Video

VS

‘hat’

Known as object classification or recognition

4\ MathWorks
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What is Feature Extraction ?

HOG Image

Bag of Words PIXG'S

Feature Extraction

* Representations often invariant to changes in
scale, rotation, illumination

* More compact than storing pixel data

« Feature selection based on nature of problem

e

Sparse Dense

4@\ MathWorks
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Bag of Words

Image Processing Toolbox «

\ 4

Performimage processing, analysis, and algorithm development

Image Processing Toolbox™ provides a comprehensive set of
reference-standard algorithms, functions, and apps for image
processing, analysis, visualization, and algorithm development.
You can perform image analysis, image segmentation, image
enhancement, noise reduction, geometric transformations, and

image registraton. Many toolbox functions support multicore
processors, GPUs, and C-code generation.

Image Processing Toolbox supports a diverse set of image
types, including high dynamic range, gigapixel resolution, embedded
ICC profile, and tomographic. Visualization functions and apps let you
explore images and videos, examine a region of pixels, adjust color
and contrast, create contours or histograms, and manipulate regions

of interest (ROIs). The toolbox supports workflows for processing,
displaying, and navigatinglarge images.
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Bag of “Visual Words” ( features)

Class / Label

Training Data

Vocabulary /

Bag of Words

4\ MathWorks'
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Image Classification with Bag of Words

T Bag = Visual
Training Data Vocabulary

ﬂil.

word count

e ——
! a !
S
. ™

Input Image

—_ Classifier ‘hat’

12345~
visual word index
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Many Options for Features and Machine Learning

Feature Extraction Machine Learning

- BRISK,FREAK, SURF - SVM

= Histogram of Oriented Gradients = Decision trees
(HoG) - AdaBoost

= Using box filters(integral images ) - Bagged trees

- Bag of visual words - k-NN

- Color-based features - Discriminant analysis

« Frequency-domain features - Bayes classifiers

Bottom Line: Many permutations and combinations to fit the needs of your problem

&\ MathWorks:
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Challenges: Machine Learning Workflow Using Images

Training Data Feature Learning or
Extraction Modelling
. P = . “me : 7
» % e T B I
' 8 — hm” e
Challenge 1 Challenge 2 Challenge 3
Challenge 2

1 4 . .
word index

Input Image —. Feature ——  Classification

Extraction

&\ MathWorks

—— ‘hat’
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Common Challenges for Machine Learning with Images

- Challenge 1: Handling large sets
of images

- Challenge 2: How to extract
discriminative information from
Images

« Challenge 3: How to model
problem using machine learning
techniques

Easy to handle large sets of
Images

— 1mageSet

Bag of words for feature
extraction

— More avalilable in Computer Vision
System Toolbox

34
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Examples of Object Recognition/Classification

Automatic scene categorization

Biometrics

— Face recognition

— IRIS recognition

— Fingerprint recognition

Part recognition for factory automation
Autonomous robotics

35



Contents

= Stereo and 3D Vision

= Machine Learning

= Deep Learning

4\ MathWorks
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Deep Learning is Ubiquitous

Computer Vision

= Pedestrian and traffic sign detection

« Landmark identification

= Scene recognition

= Medical diagnosis and drug discovery

Text and Signal Processing
= Speech Recognition

« Speech & Text Translation

Robotics & Controls

and many more...

&\ MathWorks:
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What is Deep Learning ?

Deep learning performs end-end learning by learning features,
representations and tasks directly from images, text and sound

Traditional Machine Learning

Car v
. Machine Truckx

Learning :

Bicycle x

Convolutional Neural Network (CNN) Car ‘/

End-to-end learning Truckx

o
Feature learning + Classification P

Bicycle x

38
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Demo : Live Object Recognition with Webcam

4\ VATLAB R2016a ah-265452-1 [ole ][ =]
w m ‘ﬁ Ly 'L[:] 2 & @ @ Search Documentation p el
= I . : . New Variable v Analyze Code [ Preferences : n _
u_}L Ll.l“I - LJ Find Files & U.E‘ it W l_ﬁ,\ m @ (% (’J ((j Community
U | 0 j' [;y
= 17 Open Variable v (i’ Run and Time o [} Set Path
New New Open |15 Compare Import Save Simulink  Layout Add-Ons  Help 3 Request Support
Script v v Data  Workspace @CleerWorkspace ¥ |/ Clear Commands v ““Perallel v v v
FILE AARIABIE LOnNe ShAIL MK ENVAROMNMENT BECAIIBCE -

<fPEHE » C:» Users » anchen] <A Object Detection using Convolutional Neural Networks e[| v P
Current Folder (3 Warkspace G - D @

Name
“synsets2words.m 1
HsynsetMap.mat
Himagenet-cnn....
Himagenet-caffe-...
I downloadAndPr... 2 Mg 1% (1759 %)
Blenn_webcam_de... - radio (3.45 %)

dial telephone (67.56 %)

pay-phone (2.06 %)

projector (1,52 %)

Details A

“| Busy
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Why is Deep Learning so Popular ?

= Results: Achieved substantially better Pre-2012 (traditional > 25%
i computer vision and
results on ImageNet large scale recognition | =t ing
Cha”enge techniques)
— 95% + accuracy on ImageNet 1000 class 2012 (Deep Learning) | ~15%
challenge 2015 ( Deep Learning) <5 %

« Computing Power: GPU’s and advances to
processor technologies have enabled us to
train networks on massive sets of data.

- Data: Availability of storage and access to
large sets of labeled data
— E.g. ImageNet , PASCAL VoC , Kaggle

40



Two Approaches for Deep Learning

1. Train a Deep Neural Network from Scratch

Lots of data

2. Fine-tune a pre-trained model ( transfer learning)

Convolutional Neural Network (CNN)

Learned features r95%0
_ 3%
: j : . g % - .
N7 ®
e i | 204

4\ MathWorks'

Car v

Truck x

Bicycle x

ine-tune network weights

Car Vv
Pre-trained CNN » New Task <
Truck x

Medium amounts
of data

41
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Two Deep Learning Approaches
Approach 1: Train a Deep Neural Network from Scratch

Convolutional Neural Network (CNN) Car ‘/
Learned features "95 %
— 30 Truck x
] . .
o o
-2% - Bicycle x

Recommended only when:

Training data 1000s to millions of labeled images
Computation Compute intensive (requires GPU)
Training Time Days to Weeks for real problems

Model accuracy High (can over fit to small datasets)

42



Two Deep Learning Approaches
Approach 2:Fine-tune a pre-trained model ( transfer learning)

CNN trained on massive sets of data
« Learned robust representations of images from larger data set
 (Can be fine-tuned for use with new data or task with small — medium size datasets

Fine-tune network weights

-

Car v
Pre-trained CNN B> New Task <
Truck x
\.
New Data

Recommended when:

Training data 100s to 1000s of labeled images (small)

Computation Moderate computation (GPU optional)

Training Time Seconds to minutes

Model accuracy Good, depends on the pre-trained CNN model

&\ MathWorks
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Convolutional Neural Networks

= Train “deep” neural networks on structured data (e.g. images, signals, text)
- Implements Feature Learning: Eliminates need for “hand crafted” features
= Trained using GPUs for performance

T

—
e
Convolution +
Input RelLu

N

e

NEEEEEEAY

JENEEEEEE

JEEEEEEEE

— car
— truck
— van

— bicycle

_

[ [
Convolution + Flatten Fully Softmax
Pooling RelLu Pooling Connected
N\
Y Y

Feature Learning

Classification

4\ MathWorks'
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Convolutional Neural Networks

Convolution

RELU
rectified linear units
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Convolution

RELU
rectified linear units

Input Image

Sliding window

*

Filters

complex shapes

light and dark

-

simple shapes
Every feature map output is the

result of applying a filter to the image

The new feature map is the next input

Activations of the network at a particular layer

e

\
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shapes that can be
used to define a flower

| "B

—> Flower
—» Cup
—»> Car
—> Tree

RELU
rectified linear units

FC

softmax

categorical probability distribution

4\ MathWorks'

Probability
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Convolution Layer

= Core building block of a CNN

4@\ MathWorks

= Convolve the filters sliding them across the input, computing the dot product

v

<

\

_—
I =P

3

>
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dot

dot
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-
=

3
w e
>3 sum 3
> <2y
W2

<

y

= Intuition: learn filters that activate when they “see” some specific feature
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Convolution Layer — Choosing Hyperparameters

Number of filters, K

= Filter size, F >? W, D,
« Stride, S §> >
. /
- Zero padding, P
—~ H,; g
'&\ . 2
L

F < S ‘P‘ /
F <
Conv Layer Output

é< W, =W, —F+2P)/S+1

Conv Layer Input Dz — K

.
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Rectified Linear Unit (ReLU) Layer

= Frequently used in combination with Convolution layers
= Do not add complexity to the network
= Most popular choice: f(x) = max(0, x), activation is thresholded at 0

f(x) = max(0,x)

5

4.5

4+

35

3+

25

2+

15}

1k

05

0
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Pooling Layer

Perform a downsampling operation across the spatial dimensions
Goal: progressively decrease the size of the layers

Max pooling and average pooling methods

Popular choice: Max pooling with 2x2 filters, Stride = 2

Max pooling
4 |8
11054 5|6
3/4|8]3 /
114165 Average pooling
2 (54| 1 \ 2|5

3|4

&\ MathWorks:
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Challenges using Deep Learning for Computer Vision

Steps

Importing Data
Preprocessing

Choosing an architecture
Training and Classification

Iterative design

Challenge

Managing large sets of labeled images
Resizing, Data augmentation
Background in neural networks (deep learning)

Computation intensive task (requires GPU)

3
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Demo: Classifying the CIFAR-10 dataset

Objective: Train a Convolutional Neural
Network to classify the CIFAR-10 dataset

Data:
Input Data Thousands of images of
10 different Classes
Response AIRPLANE, AUTOMOBILE,
BIRD, CAT, DEER, DOG,
FROG, HORSE, SHIP, TRUCK
Approach:

— Import the data
— Define an architecture
— Train and test the CNN

automobile Ezanh‘
o il WS W
Al el LA R

airplane

cat

w BRSNS
w  EESS O R
v EEENEDDSNE
e EEE O NEEER

on e ol P A
dE RS

truck

Data Credit: Learning Multiple Layers of Features from

4\ MathWorks'

Tiny Images, Alex Krizhevsky, 2009.
https://www.cs.toronto.edu/~kriz/cifar.html
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Demo: Classifying the CIFAR-10 dataset

4\ MATLAB R2016a —
RIEE [ & S @) search Documentation o

VIBW

EDITOR PUBLISH

HOME

Eﬂ] ) ﬁ L] Find Files & o> Insert 51 fx = Q % [=] Run section @

| Compare ¥ GoTo v Commert % e %
New Open Save CL‘J * Iﬂ ‘é 8 '/‘J Breakpoints Run Run and @Advance Run and
T

v v v Print v Find Indlent B v v  Advance ime
= A find LEleallza |
FILE | NAVIGATE | EDIT | BREAKPOINTS RUN

<P EE [/ » Ci ¥ Users » anchemia > Desktop » Demos » CiFARTraining » M
Current Folder | Workspace ® @Editor-C:\Users\anehemia\Desktop\Demos\CiFARTrainir}g\cifgrlUCNN.m ® x
— Value | TwoClassTransferleamingm | cifarl0CNN.m 32 | + |

il 8% Classifying the CIFAR-10 dataset using Convolutional Neural ﬁ;m

2

3 ol

4 k% Download the CIFAR-10 dataset

5|= if ~exist('cifar-10-batches-mat', 'dir")

Gl = cifarl0ODataset = 'cifar-10-matlab';

7= disp('Downloading 174MB CIFAR-10 dataset...'); =

P]Q-_ wehesirallrdiforlANatacat "+Qw Aot =

< n | »

4\ MathWorks'
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Addressing Challenges in Deep Learning for Computer Vision

Challenge

Managing large sets of labeled
Images

Resizing, Data augmentation

Background in neural networks
(deep learning)

Computation intensive task
(requires GPU)

&3

Solution
imageSet or imageDataStore to /
handle large sets of images

imresize, imcrop, imadjust,
imageInputLlayer, etc.

Intuitive interfaces, well-documented
architectures and examples

Training supported on GPUs
No GPU expertise is required

Automate. Offload computations to a
cluster and test multiple architectures

53
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Demo
Fine-tune a pre-trained model ( transfer learning)

. Car
Pre-trained CNN .

(AlexNet — 1000 Classes)
SUV

New Task — 2 Class
New Data Classification
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Demo
Fine- tune a pre-trained model ( transfer Iearmng)

EDITOR PUBLISH

i’é u E IEFII‘IHF“SS insert [ fx [ ~

Compare - QGoTo' Comment %_&J

FILE

4:1 » = & L » C:» Users » anehemia » Desktop » Demos » TransferLearning » v | P
Current Folder Workspace @\ FZ Editor - C:\Users\anehemia\Desktop\Demos\TransferLearning\TwoClassTransferLearning.m ®

MNarne = Value =

i $% Fine Tuning A Deep Neural Network .55

2 % This example shows how to fine tune a pre-trained deep convolt _

3 % neural network (CNN) for a new recognition task.

4 -~

5

6 %% Load network

7= cnnMatFile = fullfile(pwd, 'imagenet-cnn.mat');

8 — 1f ~exist(cnnMatFile, "file")

Sil= disp('Run downloadAndPrepareCNN.m to download and prepare tt
T ' ) 2
Command Window ®
Jx >>

m-| script ln 4 Col 1
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Addressing Challenges in Deep Learning for Computer Vision

Challenge

Managing large sets of labeled
Images

Resizing, Data augmentation

Background in neural networks
(deep learning)

Computation intensive task
(requires GPU)

&3

Solution

imageSet or imageDataStore to /
handle large sets of images

imresize, imcrop, imadjust,
imageInputLlayer, etc.

Intuitive interfaces, well-documented
architectures and examples

Training supported on GPUs /
No GPU expertise is required

Automate. Offload computations to a
cluster and test multiple architectures /
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Key Takeaways

= Consider Deep Learning when:

— Accuracy of traditional classifiers is not sufficient
= ImageNet classification problem

— You have a pre-trained network that can be fine-tuned

— Too many image categories (100s — 1000s or more)
= Face recognition

MATLAB for Deep Learning
and Computer Vision

Email us:
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Challenges using Deep Learning for Computer Vision

Steps Challenge

4\ MathWorks'
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Thank You!

Questions?

&\ MathWorks
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